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Abstract 

This paper presents a novel method of sea state characterization using the ‘Mean Fractal Length (MFL)’ criterion which is applied to 
experimental Synthetic Aperture Radar (SAR) one – dimensional signatures (range profiles), provided to our research group by SET 
215 Working Group on ‘SAR radar techniques’. The MFL criterion uses the ‘blanket’ technique to provide sea state characterization 
from SAR radar range profiles. It is based on the calculation of the area of a ‘blanket’, corresponding to the range profile under ex-
amination, and then on the calculation of the corresponding ‘Fractal Length’ of the range profile. The main idea concerning this pro-
posed technique is the fact that SAR radar range profiles corresponding to different sea states yield different values of ‘Fractal 
Length, FL’, namely ‘turbulent sea’ yields range profiles with larger FL, because of the more ‘anomalous behavior’ of the range pro-
files in that case. As a result, a sea state characterization technique for two different sea states (turbulent and calm sea) is presented 
in this paper. 
 

 
1. INTRODUCTION 

Fractals can describe an unlimited number of com-
plex patterns that resemble in different scales and 
are used as a mathematical tool for a variety of 
applications, such as image analysis and sorting, 
applied electromagnetism, etc. [1]. The indistin-
guishable structure on different scales is a basic 
feature of fractals. Accordingly, fractals can illus-
trate a certain very strong form of geometric com-
plexity across multiple data sets as well as SAR 
images. Synthetic Aperture Radar (SAR) images 
can be considered as fractals for a certain range of 
magnification [1]. In addition, fractal objects have 
unique properties and features that may be related 
to their geometric structure [2]. 

The main objective of this paper is to examine the 
sea state characterization problem using the ‘Mean 
Fractal Length’ (MFL). The MFL criterion is a ‘prod-
uct’ of the ‘Modified Fractal Signature’ (MFS) me-
thod, which has been applied in the past to real 
Synthetic Aperture Radar (SAR) images, using the 
‘blanket’ technique, in order to provide useful infor-
mation about SAR image classification, as reported 
by Malamou et. al. [1]. 

This paper uses the recorded sea clutter radar data 
which were collected during the ‘NEMO 2014’ trials 

in Taranto, Italy, using FFI (i.e. ‘Norwegian Institute 
of Defense’, Oslo, Norway) PicoSAR X-band radar 
as input to a specific SET Working Group. The ex-
periment took place in the Taranto bay in southern 
Italy on 23 and 24 September 2014. The first day 
the weather was quite windy, thus creating a rather 
turbulent sea, in comparison with the second day, 
during which the sea surface was almost calm. 
 
2.  PROBLEM GEOMETRY, EXPERIMENTAL 1D 

RADAR DATA SETS, THE ‘STRIP’ FRACTAL 
TECHNIQUE AND PRELIMINARY 
NUMERICAL RESULTS USING THE ‘STRIP’ 
TECHNIQUE  

The geometry of the sea state characterization 
problem is shown in Fig. 1. Here, a helicopter (with 
PicoSAR radar inside) rises vertically, while main-
taining its steady position (latitude and longitude), 
and transmits electromagnetic (EM) radar pulses 
towards the sea. In addition, it records the azimuth 
angle with high sampling density in grazing angle. 

During the experiment, performed by FFI in Sep-
tember 2014 (NEMO trials), the helicopter kept low 
vertical velocity and negligible horizontal velocity 
(helicopter movement from down to up). The first 
day (23/9/2014), the wind speed was reported in 



2  
the range of 10 to 12 m/s (rather high wind speed
and the helicopter pilot kept the direction of the 
antenna beam up-wind (i.e. direction of 
pulses - EM wave propagation in the opposite dire
tion of the wind speed), within a 20° window in the 
horizontal (azimuthal) direction, as graz
θg (see Fig. 1) scanned from 3° to 55°. The time of 
the full grazing angle span was around 5 minutes.

Figure 1. Geometry of sea state characterization problem, 
where the helicopter rises vertically transmitting PicoSAR 

radar electromagnetic (EM) pulses towards the sea

During the second day (24/9/2014), the wind speed 
was very low (1-2 m/s, which sometimes died out 
locally) and the range of grazing angles was from 
4° to 54° with a slight drift in azimuth pointing angle 
of the bore sight of no more than 20°.

Fig. 2 shows representative radar range profiles 
(1D radar signatures) from ‘Day 1’ (23
bulent sea’) at grazing angles of θg = 35
the top), and from ‘Day 2’ (24-9-2014, ‘calm sea’), 
for θg = 350 (bottom figure).  

As follows from Fig. 2 (i) on 23 September 2014 the 
grazing angle was chosen, from 35º to 36º (for 'tu
bulent sea‘), with corresponding ma
approximately 15,000. 

Additionally, as it can be seen from Fig.
the following day of 24 September 2014
same grazing angles of 35º to 36º
sea’ in this case, the approximate maximum value
of the range profiles was approximately 
1,600. 

The ‘Mean Fractal Length (MFL)’ criterion was used 
for the sea state determination, which computes the 
mean of the ‘Fractal Length’ of the range profile, for 
turbulent and calm sea, and at grazing angles of 
35° and 40° as well. The MFL is given by eq. (1

� �� �� 1
��	��
�	



���
	

 
igh wind speed) 

kept the direction of the 
wind (i.e. direction of radar 

wave propagation in the opposite direc-
tion of the wind speed), within a 20° window in the 

direction, as grazing angles 
scanned from 3° to 55°. The time of 

the full grazing angle span was around 5 minutes. 

 
Geometry of sea state characterization problem, 

where the helicopter rises vertically transmitting PicoSAR 
M) pulses towards the sea 

(24/9/2014), the wind speed 
which sometimes died out 

and the range of grazing angles was from 
4° to 54° with a slight drift in azimuth pointing angle 
of the bore sight of no more than 20°. 

Fig. 2 shows representative radar range profiles 
(1D radar signatures) from ‘Day 1’ (23-9-2014, ‘tur-

= 350 (figure on 
2014, ‘calm sea’), 

23 September 2014 the 
35º to 36º (for 'tur-

bulent sea‘), with corresponding maximum value of 

can be seen from Fig. 2 (ii), during 
24 September 2014, for the 

same grazing angles of 35º to 36º, but for ‘calm 
in this case, the approximate maximum value 

approximately equal to 

The ‘Mean Fractal Length (MFL)’ criterion was used 
which computes the 

of the range profile, for 
turbulent and calm sea, and at grazing angles of 

as well. The MFL is given by eq. (1): 

			     
(1) 

Figure 2. Representative PicoSAR radar range profiles: 
(i) Day 1, (turbulent sea) grazing angle θg = 35

but for Day 2 (calm sea)

In this Section, it remains to ex
tal Length, FL’ is calculated
‘blanket technique’ will be described briefly 

First, for measuring the lengths of irregular curves
S. Peleg et. al. used a ‘Mandelbrot method
this example, the curve is shown at Fig.
curve, out of 3 curves). Considering all points with 

distances to this curve no more than 
width 2ε is formed. This strip creates a 
case examined here, or ‘blanket’, in the correspon
ing 3D case), above and below the 
shown at Fig. 3, which means that all points at di
tance ε cover the curve with

2ε. According to S. Peleg et. al. [3], the ‘upper’ and 
‘lower’ curves of the ‘strip’ are provided by the
lowing equations: 

��	�, �
 � ���	�����	�, �
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higher at least by one than 
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remains to explain how the ‘Frac-
calculated. For this reason, the 
will be described briefly [1], [3].  

First, for measuring the lengths of irregular curves, 
Mandelbrot method’ [3]. In 

s shown at Fig. 3 (inner 
onsidering all points with 

distances to this curve no more than ε, a strip of 
formed. This strip creates a ‘strip’ (2D 

case examined here, or ‘blanket’, in the correspond-
above and below the inner curve, as 

which means that all points at dis-
cover the curve within a ‘strip’ of thickness 

et. al. [3], the ‘upper’ and 
‘lower’ curves of the ‘strip’ are provided by the fol-

����
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# (2) 
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# (3) 

ensures that the new upper curve uε is 
higher at least by one than uε-1, and also at a dis-
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tance of at least one of uε-1 in the horizontal and 
vertical directions [3]. 

 

Figure 3. One-dimensional (1D) function g and the ‘upper’ 
and ‘lower’ curves of the strip for iteration number ε=2. 

The ‘area’ υε of the ‘strip’ is calculated from uε and 
bε by : 

														() =�(*)(+, ,
 − -)(+, ,


..0

 

(4) 

The ‘fractal length, FL’ L(ε
 of the curve is ap-
proximately calculated through the subtraction of 
the strip areas of radii ε and ε-1 divided by 2, or 

from the area of the ‘strip’ divided by 2ε, as shown 
below :  

																�) =
(2) − 2)��


2  (5) 

�) =
3)
24 

(6) 

The fractal length L(ε
 as a function of the ‘resolu-

tion’ ε (ε=1 corresponds to ‘full resolution), for the 
curve of Fig. 3 [3], is shown at Fig. 4, on a log-log 
scale (here the plot consists of straight segments, 
because the curve is ideally fractal. In contrast, the 
curve would not have to be straight for non - fractal 
curves [3]). 

 
Figure 4. Fractal length L(ε) as a function of resolution ε (ε=1) 

corresponds to ‘full resolution’) in log-log scale  
for one-dimensional (1D) curve g. 

In addition, previous research by Malamou et. al. 
[1], regarding use of the ‘Modified Fractal Signature 
(MFS)’ method, which was applied to real Synthetic 
Aperture Radar (SAR) images, used the ‘blanket’ 
technique (in 3D case), to provide useful informa-
tion for SAR image classification.  

The ‘Fractal Length technique’, as explained above, 
is now applied to the recorded radar raw data which 
were provided to us by SET 215 Working Group, as 
explained above.  

The ‘upper and lower curves’ of the ‘radar range 
profiles’ using the Modified Fractal Signature (MFS) 
method, are indicatively shown at Fig. 5, for differ-
ent iterations ε = 1 and 20 of the original range pro-

file (here for grazing angle θg = 35°). Note that 
throughout this Section, ε represents the ‘iteration 
number’, or, equivalently, the ‘resolution’. 

Examining the plots at Fig. 5 it is obvious that as 
the number of iteration ε increases (i.e. ‘resolution’ 
becomes poorer), the covering blankets become 
more ‘extensive’. 

 
 

 

Figure 5. Upper and lower curves for a ‘radar range profile’ 
provided to us by FFI, for different scale (iteration) of the MFS 

method, ε = 1 and 20 respectively (radar range profile used 
here was for grazing angle θg =35°). 



4  
3.  SEA STATE CHARACTERIZATION

USING THE ‘MEAN FRACTAL LENGTH 
(MFL)’ CRITERION 

The ‘Mean Fractal Length (MFL)’ criterion is used 
for characterization of the sea state. The ‘Mean 
Fractal Length (MFL)’ Criterion computes the mean 
of the Fractal Length of the range profile, according 
to eq. (1).Then, numerical calculations similar to the 
above were performed, and the results are presen
ed at Fig. 6. 

Figure 6. ‘Mean Fractal length’ (MFL) values of radar range 
profiles at different sea state [turbulent (green lines) and calm 

sea (blue lines)], for grazing angles (i) 35° to 36° 
(upper figure) and (ii) 39° to 40° (lower figure).

The results of Fig. 6 show that the MFL values 
radar range profiles during the turbulent sea state 
are significantly larger than the corresponding va
ues at calm sea, as shown at Table I

Table I. MFL values results for different sea states

Date 
 

MFL 

23 Sep 2014 
(turbulent sea) 

θg= 35°- 36° 2,090,761 

θg= 39°- 40° 2,241,509 

 

 
ATION RESULTS 

MEAN FRACTAL LENGTH 

The ‘Mean Fractal Length (MFL)’ criterion is used 
ation of the sea state. The ‘Mean 

Fractal Length (MFL)’ Criterion computes the mean 
nge profile, according 

).Then, numerical calculations similar to the 
above were performed, and the results are present-

 

 

‘Mean Fractal length’ (MFL) values of radar range 
profiles at different sea state [turbulent (green lines) and calm 

sea (blue lines)], for grazing angles (i) 35° to 36°  
(upper figure) and (ii) 39° to 40° (lower figure). 

that the MFL values of 
uring the turbulent sea state 

corresponding val-
I. 

MFL values results for different sea states 

24 Sep 2014 
(calm sea) 

110,631.9 

100,038.9 

Finally, and similarly to above, t
(SSI) is calculated once again for this case.
again, the ‘MFL value’ for calm sea 
the reference value. The corresponding results for 
SSI are shown at Table II, below.

Table II. MFL sea state index (SSI) 

 

θg = 35°- 36° 

θg = 39°- 40° 

Concluding with the above 
characterization by using radar range profiles (1D 
radar signatures), it is evident, from physical intu
tion that the ‘mean fractal length’, (MFL) is a reliable 
criterion for ‘real time’ sea state characterization, in 
practical circumstances (because of the presence 
of additive noise in ‘real life’ scenarios, etc.).
 
4. CONCLUSIONS 

To summarize, for the characterization of 
state from experimental 1D radar signatures (range 
profiles), the ‘mean fractal length’ (MFL) criterion 
was used. The corresponding 
radar data were collected during the 
trials in Taranto, Italy, 23
PicoSAR airborne radar was used for that purpose 
by FFI (i.e. ‘Norwegian Institute of Defense’, Oslo, 
Norway) 

The above criterion was found to be suitable 
can be used for sea state characterization. Other 
criteria for sea state determination, which are, ho
ever, of less importance than that described above, 
will also be presented during our presentation at the 
Conference. 

  
5. FUTURE RESEARCH 

In our future related research
trate on more accurate sea state characterization 
using a variety of sea surface radar range profiles, 
i.e. in a variety of sea state conditions.

Finally, sea state characterization using fractal 
characteristics of SAR radar 
radar signatures) may be used, instead of 1D radar 
signatures, examined here.
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Finally, and similarly to above, the sea state index 
once again for this case. Once 

calm sea was chosen as 
reference value. The corresponding results for 

SSI are shown at Table II, below. 

MFL sea state index (SSI) for different  
grazing angles 

SSI 

18.89 

22.40 

Concluding with the above criterion for sea state 
g radar range profiles (1D 

radar signatures), it is evident, from physical intui-
tion that the ‘mean fractal length’, (MFL) is a reliable 
criterion for ‘real time’ sea state characterization, in 

(because of the presence 
of additive noise in ‘real life’ scenarios, etc.). 

e, for the characterization of the sea 
state from experimental 1D radar signatures (range 

fractal length’ (MFL) criterion 
corresponding recorded sea clutter 
collected during the ‘NEMO 2014’ 
, Italy, 23-24/9/2014. An X-band 

PicoSAR airborne radar was used for that purpose 
by FFI (i.e. ‘Norwegian Institute of Defense’, Oslo, 

found to be suitable and it 
for sea state characterization. Other 

criteria for sea state determination, which are, how-
ever, of less importance than that described above, 
will also be presented during our presentation at the 

research, we intend to concen-
trate on more accurate sea state characterization 

surface radar range profiles, 
i.e. in a variety of sea state conditions.  

Finally, sea state characterization using fractal 
characteristics of SAR radar images (i.e. 2D SAR 

may be used, instead of 1D radar 
signatures, examined here. 
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Abstract 

In this paper, the integral expressions of the well-known ‘Sommerfeld Radiation Problem’, derived by our research group entirely in 
the spectral domain – as opposed to most classical formulations – are re-evaluated. Numerical integration has revealed various 
disadvantages regarding the accuracy as well as convergence times of existing formulas. This resulted in their limited practical valid-
ity, constrained in the low frequency regime. However, through a proper variable transformation it is possible to convert them into 
more compact formulas, which overcome the flaws of previous expressions. As a result, convergence times are significantly reduced 
and, even more important, the new expressions allow for the calculation of the total received EM field of a radiating dipole above flat 
lossy ground, at almost an arbitrarily chosen level of accuracy. Simulation results, presented herein, indicate the effectiveness and 
correctness of the proposed method, which can be easily implemented in a general – purpose computer code platform. 

 

 
1. INTRODUCTION 

The ‘Sommerfeld radiation problem’ is a well-known 
problem in the area of propagation of electromag-
netic (EM) waves above flat and lossy ground [1]. 
The original Sommerfeld solution to this problem is 
provided in the physical space by using the ‘Hertz 
potentials’ [1]. An equivalent solution to the problem 
is achieved by working in the spectral domain. In 
that perspective, in [2] the authors derived simple 1-
D integral expressions for the received EM field, 
which compared to the classical Sommerfeld formu-
lation, do not require taking the potential’s deriva-
tive, in order to calculate the received field. They 
also allow the application of asymptotic techniques, 
like the Stationary Phase Method [3], leading to 
well-known analytic formulas, applicable in the high 
frequency regime. 

However, accurately evaluating Sommerfeld inte-
grals is not a trivial task. Particularly, it is true that 
the integral expressions of [2] are generalized inte-
grals, extending from minus infinite to plus infinite 
and with the integrands presenting singularities, 
along the integration path. For that reason, the resi-
due theory, along with approximation techniques 

like the method of Saddle Points, is so widely used 
by most researchers in the literature in their attempt 
to evaluate Sommerfeld integrals [4], [5]. However, 
there is always an accuracy issue that arises when 
a pole point resides close to the path of integration 
and even evaluating those integrals purely numeri-
cally, required expensive commercial software [5].  

In this paper we show that using an appropriate 
variable transformation it is possible to convert the 
generalized integrals of [2] into fast converging 
formulas. Particularly, the integral expression de-
scribing the received EM field, is broken down into 
two parts, one easily computed definite integral and 
an integral of semi-infinite range. However, the 
integrand of this second generalized integral, be-
comes a fast decaying exponential function, result-
ing in very fast convergence times. 

Simulations and comparisons with known literature 
results [6] are given. Moreover, comparing the new 
results, with those obtained in [7], which refer to the 
evaluation of the original integral expressions of [2], 
without performing the variable transformation, 
introduced in this paper, indicate the accuracy and 
the effectiveness of the method. 
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2. PROBLEM GEOMETRY 

The problem geometry is shown in Fig. 1 and de-
scribed extensively in [1], [2], [4 – 7]. In summary, p 
represents the dipole moment of a radiating vertical 
Hertzian Dipole at frequency f, located at altitude x0, 
above infinite, flat and lossy ground, σ being its 
ground conductivity. Here (ε1,µ1), (ε2,µ2) represent 
the constitutive parameters of the air and ground 
respectively, with ε0=8,854x10-12F/m being the abso-
lute permittivity in vacuum or air.  

 

Figure 1. Geometry of the problem 

 
3.  DISADVANTAGES CONCERNING  

THE NUMERICAL INTEGRATION  
OF THE ORIGINAL SPECTRAL DOMAIN 
REPRESENTATION FOR THE RECEIVED  
EM FIELD 

In [2], [4] it is shown that the scattered electric field 
at the receiver’s position, above the ground level 
(x>0) can be expressed by: 

 ∫
+∞

∞−

−= ρρ dkk
ip

E R )(f 
επε8 10

 (1) 

where: 

 ( )1 ρ ρ x ρ ρ
ˆ ˆ f ( ) κ e e  k k k kρ = − ⋅   

 ( ) ( ) ( )1 0 κ(1)2 1 1 2
0 ρ

1 2 1 1 2

ε κ ε κ
H ρ

κ ε κ ε κ

i x xk e +−⋅
+

 (2) 

 and: 

 2
ρ

2
011κ kk −= ,

2
ρ

2
022κ kk −=   (3) 

In (2), (3) H0
(1) is the Hankel function of first kind 

and zero order and 01k , 02k  the wave numbers of 

propagation in the air and lossy ground respecti-
vely. 

Expressions (1) – (3) expose the following difficul-
ties when coming to numerically evaluate the re-
spective integral: 

- The range of integration extends from ∞−  
to ∞+ , resulting in potential errors for large 
evaluation arguments, despite the fact that 

the phase factor of (2), i.e. 
( )1 0 κi x xe +

gets ex-

ponential decaying with respect to ρk . 

- The Hankel function exhibits a singularity at 

ρ 0k =  and although it is proved that this sin-

gularity does not break the integral’s conver-
gence [7], it can affect the accuracy of the 
numerical integration results, when imple-
mented in the computer. 

- As seen from (2), ρ 01k k=  is another singu-

larity of the integrand and consequently a 
sufficient small range around it must be ex-
cluded when numerically evaluating (1). As 
mentioned in [7], doing so may severely af-
fect the accuracy of the results. 

 
4.  RE-FORMULATING THE INTEGRAL 

REPRESENTATION FOR THE EM FIELD 

Eq. (1) may be written as: 

 1 2 3
0 1

( )
8πε ε

R ip
E I I I= − + +  (4) 

 
01

01

1  f ( )
k

k

I k dkρ ρ

+

−

= ∫  (5a) 

where, 

01

2  f ( )
k

I k dkρ ρ

+∞

= ∫  (5b) 

 ∫
−

∞−

=
01

)(f3

k

dkkΙ ρρ  (5c) 

For I1, we perform the following variable transfor-

mation: ρ 01sinαk k= , which obviously maps the [

01 01,  k k− + ] range in the kρ domain to [-π/2 , π/2] 

of angle α. With this transform it also holds true: 

 2 2 2
1 01 2 02 01κ cosα, κ sin αk k k= = −  (6) 

Applying the above mentioned variable transform to 
(5a) and with the use of (2),(6), the expression for Ι1 
becomes: 
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( )
( ) ( ) ( )01 0

π
2

ρ x3
1 01  cos α (1)

π || 0 012

ˆ ˆ cos α e sin α  e sin α sin α

 α H ρ sin α α
i k x x

I k
R k e d

+

+
−

− ⋅
=

⋅
∫        (7) 

with: ( )
2 2 2

2 01 1 02 01
|| 2 2 2

2 01 1 02 01

ε cos α ε  sin  α
α

ε cos α ε  sin  α

k k k
R

k k k

− −
=

+ −
     (8) 

Expression (7) may be further broken down into two 
integrals: 

( ) ( )
( ) ( )

( ) ( )
( ) ( )

01 0

01 0

π 22
ρ x ||

cos α (1)
0 0 013

1 01
20

ρ x ||

cos α(1)
π 0 012

ˆ ˆcos α e sin α e  sinα α
α

H ρ sin α

ˆ ˆcos α e sin α e  sinα α
α

H ρ sin α

ik x x

ik x x

R
d

k e
I k

R
d

k e

+

+

+
−

  − ⋅ ⋅
   ⋅ −
  
   =  

 + ⋅ ⋅ 
 − ⋅ 
    

∫

∫

 

Finally, observing from (8) that ( ) ( )|| ||α αR R− =  

and using the properties of the Hankel function: 

 (1) (2)
0 0 0H ( ) H ( ) 2J ( )z z z+ =        (9) 

 (1) π (2)
0 0H ( ) H ( )iz e z⋅ = −   (10) 

it is easy to show that: 

( ) ( )
( ) ( )01 0

π 22
ρ x ||3

1 01  cos α 
0 0 01

ˆ ˆcos α e sin α e  sinα α
2  α

J ρ sin α   i k x x

R
I k d

k e +

 − ⋅ ⋅ ⋅
 =
 ⋅ 
∫   (11) 

with J0 being the zero order Bessel function. 

For I2 and I3, a similar approach is followed. This 

time the variable transformations, ρ 01coshαk k=  

and ρ 01coshαk k= −  are used respectively, which 

both map the original ranges of integration in ρk , 

i.e. [ 01,  k + ∞ ] and [ 01, k−∞ − ] to [0, ∞+ ] of vari-

able α. Moreover, in both cases: 

2 2 2
1 01 2 02 01κ sinhα, κ cosh αik k k= = −  (12) 

Consequently, applying a similar reasoning, as with 
I1 and also using (9), (10), it is easy to combine the 
results for I2 and I3 as following: 

( )
( ) ( ) ( )01 0

23
ρ x01

2 3  sinhα
0 || 0 01

ˆ ˆsinhα e coshα e cosh  α2
 α

α J ρ coshα k x x

ik
I I d

i R k e

∞

− +

 − ⋅ ⋅
 + =
 ′ ⋅ ⋅ 
∫

(13) 
where: 

( )
2 2 2

2 01 1 02 01
|| 2 2 2

2 01 1 02 01

ε sinhα ε  coshα
α

ε sinhα ε  coshα

i k k k
R

i k k k

− −
′ =

+ −
   (14) 

From (4), (11), (13), the expression for the scat-
tered electric field becomes : 

( )
( ) ( ) ( )

( )
( ) ( ) ( )

01 0

01 0

π 2
2

ρ x

 cos α 
3 0 || 0 0101

2
0 1

ρ x

 sinhα
0 || 0 01

ˆ ˆcos α e sin α e  sinα
α

α J ρ sin α

4πε ε ˆ ˆsinhα e coshα e coshα
α

α J ρ coshα  

i k x x

R

k x x

d
R k eipk

E
i

i d
R k e

+

∞

− +

  − ⋅ ⋅
   −
  ⋅ ⋅   = −  

 − ⋅ ⋅ 
 − 
 ′ ⋅ ⋅   

∫

∫

(15) 
 

5. COMPARISONS – NUMERICAL RESULTS 

The new integral form, given by (15), facilitates the 
numerical evaluation of the EM field, since it over-
comes the major drawbacks of expressions (1) – 
(3), outlined in section 3. Particularly: 

- The Hankel function, (1)
0H , is substituted by 

the zero order Bessel function, 0J ,which has 

no singularity, whatsoever.  

- The integrand has no singularity at ρ 01k k= , 

hence no need to exclude any range around 

01k is required. 

- The result is expressed as the sum of two in-
tegrals, one bound definite integral, ranging 
from [0, π/2] and an improper integral ex-
tending from [0, ∞+ ]. However, due to the 

presence of 
( )01 0 sinh ξk x xe− +

, the second in-
tegrand is a fast decaying function, practi-
cally making the integral a bound limits one 
that is fast converging and easily evaluated 
in the computer. 

The above justifications are validated by simulation 
results.  

The top graph of Fig. 2 depicts the numerical 
evaluation for the scattered electric field, using (15). 
It is compared (bottom graph) against the equiva-
lent results of [7], in which the computation was 
based on the original integral form, given by (1) – 
(3). In both cases, numerical integration (NI) data 
are represented by the solid lines of Fig. 2. The 
parameters for the simulation (i.e. transmitter – 
receiver heights, ground parameters, operating 
freq. etc) are given in the bottom plot of Fig. 2. 

 



CEMA’18 conference, Sofia 9

 

 

Figure 2.  Comparison of Numerical Integration results  
for the scattered field using : (i) redefined integral expressions  
(upper figure), (ii) earlier derived spectral integral expressions 

(lower figure) 

Along with the NI results, the high frequency ap-
proximation data, obtained after the application of 
the SPM method to the integral expressions for the 
Electric field [2], are shown as well (dashed lines). 
As mentioned in [7], SPM formulas are expected to 
be accurate in the far field, i.e. at least at distances 
over 10 – 15 wavelengths, or above 100 – 150m, 
for the 30MHz case and the problem parameters 
shown in Fig. 2. Therefore, using the SPM data as 
the baseline, it is obvious that only the numerical 
evaluation of (15) achieves the required accuracy. 
On the contrary, numerical computation of (1) – (3) 
fails to describe the electric field and this may be 
attributed to the reasons analyzed in Section 3 
above. 

In Fig. 3 (top graph), the components of the total 
received field, for a Low Frequency (LF) scenario, 
are shown. For the direct (LOS) field and the Space 
Wave, analytic formulas exist, as used in [7]. The 
scattered field was numerically computed via (15). 

Due to the small antenna heights and the long dis-
tances involved (~10km), the space wave is ex-
pected to diminish [3]. As a result, the link is estab-
lished primarily by means of the Surface Wave, 
which is defined as the remaining field, after sub-
tracting the space wave from the total field [5]. This 
is actually verified in Fig. 3, with the Total Field 

curve being very close to the Surface Wave results. 
As a confirmation of the validity of the results, our 
Surface Wave calculations are compared with the 
respective Norton formulas [6]. The respective 
curves are almost identical! 

 

 

Figure 3.  Numerical evaluation of the EM field  
at the ‘low Frequency regime’ 

The bottom half of Fig. 3 displays the behavior of 
the integrand, gex(α) (actually the real part of the x-
directed component), of the second integral expres-
sion of (15). It is evident that this integrand is con-
fined in a small window of the integration variable α, 
outside of which and especially for large values of 
α, it actually becomes equal to zero. This is attrib-
uted to the behavior of the exponential function of 

the integrand, 
( )01 0 sinhαk x xe− +

. Due to the presence 
of the sinh function in the exponent, it is a vastly 
decreasing factor, making the whole integrand al-
most zero for even modest values of α. The bottom 
line is that the generalized integral of (15) becomes 
a practically bound limits one, easily and quickly 
evaluated in the computer. 

The oscillations in gex(α) originate from the behavior 

of the Bessel function 0J . Its effects on the inte-

grand are visible by comparing the two bottom 
graphs of Fig. 3. Due to these oscillations, most of 
the effect of gex(α) is cancelled, which is why the 
relative large values of gex(α) (~104) are not re-
flected in the final field values (~10-5) 
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The simulation of Fig. 3 is now repeated at Fig. 4 
for a high frequency scenario in the VHF/UHF band. 
Again, the source and observation points are lo-
cated close to the ground level and the electric field 
values at various distant observation points are 
calculated. 

As shown in Fig. 4, in this case the observed Sur-
face Wave is negligible, a result also predicted by 
Norton [6]. Consequently, the Space Wave almost 
completely describes the total received field and 
hence the SPM method, an asymptotic method that 
converges to the space wave formulas [2], [7], is 
validated in this high frequency case, despite the 
small grazing angle (angle φ of Fig. 1) of the sce-
nario [7].  Finally, notice in the bottom graph of Fig. 
4 how quickly, gex(α) vanishes, making thus the 
convergence of (15) very fast. 

 

 

Figure 4.  Numerical evaluation of the EM field  
at the VHF/UHF band (‘high frequency regime’) 

As a final validation, the field values (this time for 
the magnetic field) for the scenario of Fig. 2 (i.e. 
frequency f=30 MHz) are shown in Fig. 5. Again, it 
seems there is a very good match between our 
calculations with the respective Norton’s results [6]. 

 

Figure 5.  Magnetic field components at the frequency  
of 30MHz 

 
6. CONCLUSION 

In this paper we continue our previous research 
work on the solution of the ‘Sommerfeld radiation 
problem’ in the spectral domain. Using an appro-
priate variable transformation, it is shown that the 
disadvantages of the previous integral expressions 
for the EM field are effectively addressed. The EM 
field is now expressed as an integral formula, which 
is easy and fast to evaluate in the computer, using 
a general purpose computer code suite, as oppo-
sed to commercially specialized software, used in 
the literature [5]. 

Details about the algorithm, used and the specifics 
of the implementation code will be given in the ac-
companying Journal paper, currently prepared by 
our research team. For the time it is enough to say 
that the results, presented herein, were obtained 
with a required relative accuracy level of 10-3, al-
though in most of the cases the achieved, esti-
mated accuracy was less than 10-5 (meaning that 
the algorithm might accept further improvements for 
even faster computation times).  With this setting, 
only a few seconds or even parts of a second (de-
pending on the case) were just enough to estimate 
the EM field, at each reception point (horizontal 
distance from the source). Higher accuracy levels 
are addressable by the algorithm (e.g. the algorithm 
was run with a 10-10 setting) requiring, however, 
larger convergence times. Nevertheless, from a 
visualization perspective, the captured graphs dif-
fered imperceptibly from the ones shown here. 
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Abstract 

The Method of Auxiliary Sources (MAS) is applied to Transverse Magnetic (TM) plane wave scattering from infinite, dielectric, non-
smooth cylinders. The geometry of the scatterer is assumed to include curved wedges, defined as intersections of circular arcs, for 
the first time in literature. The auxiliary surface is shaped in various patterns, to study the effect of its form on the MAS accuracy. In 
addition to the standard, conformal shape, several deformations are tested, where the auxiliary sources are allowed to approach the 
tip of the wedge. It is demonstrated that such a procedure leads to significant improvement of the numerical results accuracy. Com-
parisons of schemes are presented, and the optimal auxiliary source location is proposed. 
 

 
1. INTRODUCTION 

The Method of Auxiliary Sources (MAS) [1] is a 
numerical technique that has successfully been in-
voked in computational electromagnetics, in a wide 
range of radiation and scattering phenomena [2]. 
MAS is somewhat similar to the Point Matching 
version of the Method of Moments (MoM), however 
the auxiliary current sources are not located on the 
surface boundaries, but inside the radiator/scatte-
rer. The method has been shown to be mathemati-
cally rigorous, since the basis functions set used in 
the field expansions has been proven to be com-
plete [3], which is not always easy to prove in MoM. 
Moreover, unlike MoM, MAS does not face singular-
ity problems, it avoids time-consuming numerical in-
tegration at every stage of the solution, and its algo-
rithmic implementation is much more straightfor-
ward. 

Although MAS has been utilized in several prob-
lems with various geometries and materials, further 
research is necessary to determine the optimal 
source location for arbitrary configurations. Particu-
lar complications arise when the outer boundary of 
the scatterer contains wedges, i.e. when the analyt-
ical expression of the boundary is not differentiable. 
In that case, it has been observed that the solution 
accuracy is depleted, because the boundary condi-
tion close to the wedge tip is hard to satisfy ade-

quately. To apply MAS to such configurations, a set 
of auxiliary sources (AS’s) is situated on a fictitious 
surface, which is generally conformal to the actual 
boundary, except in the neighborhood of the tips. In 
the areas surrounding the wedges, the AS’s are 
densely packed and located very close to the tips, 
to account for the edge effects, as suggested in [4]. 
Similar strategies were employed in the case of a 
scattering problem associated with coated Perfectly 
Electric Conducting (PEC) surfaces including 
wedges [5], where the surface was modeled via the 
Standard Impedance Boundary Condition (SIBC) 
[6]. 

Although this deformation of the auxiliary surface 
has proven efficient for straight wedges, in particu-
lar forming right angles, no evidence is known from 
the literature about its applicability to arbitrarily 
shaped wedges. The aim of this paper is to investi-
gate whether MAS accuracy is enhanced through 
this deformation, when the wedge is shaped as an 
intersection of circular arcs with non-coincident cen-
ters. The scatterer is thus defined as a dielectric, in-
finite cylinder, with eye-shaped cross-section. The 
auxiliary surface is generally maintained as con-
formal to the scattered boundary, except in the 
neighborhood of the wedge tips, where various de-
formation schemes are employed, and accuracy 
comparisons are drawn. 
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The format of the paper is as follows: Section 2 
quickly recapitulates the mathematical formulation 
of MAS for dielectric scatterers, illuminated by a 
transverse magnetic (TM) polarized plane wave. 
Section 3 proposes several algorithms for the d
formation of the auxiliary surfaces close to the 
wedge tips. Section 4 includes several numerical 
results for the eye-shaped scatterer and checks the 
satisfaction of the boundary condition
tion 5 summarizes the method and draws useful 
conclusions. 

A ���� behavior is assumed and suppressed 
throughout the paper. 

 
2.  MAS FOR EYE-SHAPED DIELECTRIC 

SCATTERERS 

We assume a dielectric, infinitely long cylinder with 
cross section that resembles an eye (Fig. 1a).
dielectric is assumed to be linear, homogeneous 
and isotropic. The geometry of the scatterer, depic
ted in blue, comprises two circular arcs with ident

cal radii equal to �, but with different centers. In 
particular, the Cartesian coordinates of the 
arc are given by 

�� � �	
��, �� � ����
whereas those of the lower arc are given by

�� � �	
��, �� � ����
where � is the azimuth angle and �
displacement of each arc center, taken equal to the 

arc apothem (see Fig. 1b). Obviously, 
range in the entire �0,2�� interval, but is limited by 

the arc width itself, given by ����
The scatterer is illuminated by a TM

impinging from azimuth angle equal to
fore the incident electric field ����  is given by

				������, �� �  !exp	%�&!��	
�
				�������	''''                                     

where  ! is the amplitude of the incident electric 
field and &! is the free space wavenumber. The 
incident magnetic field (���  is given by

(�����, �� � ) *+
,+
�sin����01 )

exp%�&!��	
����� � ����

where 2! is the free space intrinsic 
solve the scattering problem via MAS
AS’s are defined, each one of multitude

The format of the paper is as follows: Section 2 
quickly recapitulates the mathematical formulation 
of MAS for dielectric scatterers, illuminated by a 
transverse magnetic (TM) polarized plane wave. 

proposes several algorithms for the de-
formation of the auxiliary surfaces close to the 
wedge tips. Section 4 includes several numerical 

shaped scatterer and checks the 
satisfaction of the boundary condition. Finally, sec-

s the method and draws useful 

behavior is assumed and suppressed 

SHAPED DIELECTRIC 

We assume a dielectric, infinitely long cylinder with 
cross section that resembles an eye (Fig. 1a). The 
dielectric is assumed to be linear, homogeneous 
and isotropic. The geometry of the scatterer, depic-
ted in blue, comprises two circular arcs with identi-

but with different centers. In 
particular, the Cartesian coordinates of the upper 

����� ) 3			     (1) 

whereas those of the lower arc are given by 

����� � 3			     (2) 

�3 is the vertical 
displacement of each arc center, taken equal to the 

Obviously, � does not 
but is limited by 

��� � 2arccos 89. 

TM plane wave 

impinging from azimuth angle equal to ����. There-
is given by 

��	
����� �
                                            (3) 

is the amplitude of the incident electric 
is the free space wavenumber. The 

is given by 
 

1 )cos����:1�					   
���������;							 (4) 

 impedance. To 
solve the scattering problem via MAS, two sets of 

each one of multitude	<, as 

shown in Fig. 1a. In standard MAS formulation both 
inner and outer auxiliary surfaces are conformal to 
the scatterer boundary. The electric field due to the 

�th inner AS, located at point 
the outer space is 

 =��>� � '? �@!�A

where  � is the corresponding unknown weight,

(� � 1,2, … ,<), and @!�A
of zero order and second kind
magnetic field of the �th auxiliary source is 
ly proportional to the curl of (5), given explicitly in 
[5]. Similar expressions hold for the outer AS’s, 
radiating in the inner space of the scatterer, 

for &! and 2!, which have to be replaced by 
2 respectively, corresponding to the scatt
dielectric properties. The total scattered 
expressed as superposition of 

the @ field accordingly. By applying the boundary 
conditions for both fields at 

(CP’s) ��D, �D� (E � 1,2
boundary (blue dots in Fig. 1a), we cast a linear 
system of equations 

�FG%H;

where %H; is the column vector of the unknown 
weights  �, �FG is a square matrix 
2< with elements determined by the interacti

between AS’s and CP’s and
tor of the incident   and @
CP’s. 

Fig. 1. a)  Geometry of the scatterer
auxiliary sources (AS’s) (red) and outer auxiliary sources 

(AS’s) (magenta). Blue dots stand for collocation points (CP’s) 
and blue circles for midpoints (MP’s).
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shown in Fig. 1a. In standard MAS formulation both 
inner and outer auxiliary surfaces are conformal to 
the scatterer boundary. The electric field due to the 

inner AS, located at point >� and radiating in 

? !
�A��&!|> ) >�|�			     (5) 

is the corresponding unknown weight, 
�A�

 is the Hankel function 

and second kind. The corresponding 
auxiliary source is obvious-

ly proportional to the curl of (5), given explicitly in 
Similar expressions hold for the outer AS’s, 

radiating in the inner space of the scatterer, except 

, which have to be replaced by & and 
respectively, corresponding to the scatterer’s 

The total scattered   field is 
expressed as superposition of the fields in (5) and 

By applying the boundary 
conditions for both fields at < collocation points 

2,… , <) of the scattering 
boundary (blue dots in Fig. 1a), we cast a linear 

G% ; � %J;                  (6) 

is the column vector of the unknown 
is a square matrix of size 2< K

with elements determined by the interaction 

between AS’s and CP’s and %J; is the column vec-
@ fields calculated at the 

 

Geometry of the scatterer (in blue) including inner 
auxiliary sources (AS’s) (red) and outer auxiliary sources 

(AS’s) (magenta). Blue dots stand for collocation points (CP’s) 
and blue circles for midpoints (MP’s). 
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Fig. 1. b) Construction of the geometry.

 

3.  IMPROVEMENT OF THE AUXILIARY 
SURFACE LAYOUT 

As mentioned in [4],[5], MAS becomes less acc
rate when the auxiliary surfaces are conformal to 
boundaries including wedges. Specifically, satisfa
tion of the boundary condition at midpoints (MP’s) 
(see Fig. 1a) close to the tips is no longer adequate. 
To overcome this complication, the auxiliary surface 
may be deformed so that AS’s not only approach 
the tips closely, but become denser in the tip neig
borhood as well. AS’s may approach CP
several patterns. In this work, two basic patterns 

were tested. Let L be the number of AS’s to be 
moved. Let �D be the polar radius of the 
(E � 1,2, … ,L), let M be the maximum polar 
radius distance between the Eth AS and the 
CP. Finally, let � be the proximity factor, defined in 

�0,1G, so that 0 corresponds to no approach and 
corresponds to maximum approach (resulting in 
coincident AS’s and CP’s). Then, the schemes
posed for the auxiliary surface deformation are
defined as follows: 

�′D � �D � M� ODPQ

where R � 1 for simple and R � 2 
reach. The deformation effect is graphically d
scribed in Figs. 2,3. 

Furthermore, as proposed in [5], AS’s, and CP’s 
accordingly, should become denser close to the 
wedge tip. Again, there is no unique way to acco
plish this. In this work, the scheme implemented 
multiplies the polar angle �D of the E
by a factor	SD, 0 T S=U��U V S
S=U��U is user-defined. For example, in the first 
quadrant of the ‘eye’, SD is defined to be close to 

 

 
Construction of the geometry. 

AUXILIARY 

As mentioned in [4],[5], MAS becomes less accu-
rate when the auxiliary surfaces are conformal to 
boundaries including wedges. Specifically, satisfac-
tion of the boundary condition at midpoints (MP’s) 

s no longer adequate. 
To overcome this complication, the auxiliary surface 
may be deformed so that AS’s not only approach 
the tips closely, but become denser in the tip neigh-
borhood as well. AS’s may approach CP’s following 
several patterns. In this work, two basic patterns 

be the number of AS’s to be 
be the polar radius of the Eth AS 

be the maximum polar 
AS and the Eth 

be the proximity factor, defined in 

corresponds to no approach and 1 
corresponds to maximum approach (resulting in 

Then, the schemes pro-
uxiliary surface deformation are 

O Q
W
						          (7) 

 for progressive 
The deformation effect is graphically de-

proposed in [5], AS’s, and CP’s 
accordingly, should become denser close to the 
wedge tip. Again, there is no unique way to accom-
plish this. In this work, the scheme implemented 

Eth AS location 
SD V 1, where 

For example, in the first 
defined to be close to 0 

for AS’s near the wedge tip, and close to 
close to the vertical axis. For progressive densific

tion, the scheme proposed is: 
Moreover, additional AS’s may be superimposed to 
the already existing ones close to the tips, if nece
sary (see Fig. 4) 

Fig. 2.  Polar radius increase from 1 to 1.5 according 
to the proposed schemes

Fig. 3.  Deformation of the auxiliary surface: all inner AS’s are 
allowed to approach the CP’s, whereas only 1/8 of the outer 

AS’s are allowed to do so

Fig. 4. Combination of tip approach and densification 
of the AS’s
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for AS’s near the wedge tip, and close to 1 for AS’s 
close to the vertical axis. For progressive densifica-

eme proposed is: �′D � �DSDA . 
Moreover, additional AS’s may be superimposed to 

existing ones close to the tips, if neces-

 
Polar radius increase from 1 to 1.5 according  

to the proposed schemes 

 

Deformation of the auxiliary surface: all inner AS’s are 
allowed to approach the CP’s, whereas only 1/8 of the outer 

AS’s are allowed to do so 

 

Combination of tip approach and densification  
of the AS’s 
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4. NUMERICAL RESULTS 

To test the efficiency of the method, a scatterer is 

defined by radius � � 3Y, arc displacement 
3 � 1.5Y, dielectric relative permittivity 

incidence angle ���� � 0, and originally 
CP’s, hence 160 inner and 160 outer AS’s. Sol
tion of the problem without any deformat
the results of Fig. 5. The upper left subplot depicts 
the quantified error in the boundary condition (BC)
of the   field along the boundary stretch

]^_� �
|1̀ K ���� ) �a�U�|

 !
		

 

where 1̀ is the normal unit vector on the boundary, 

pointing outwards, and  ���, �a�U 
fields just inside and just outside the scatterer r
spectively. Similarly, the upper right 
the quantified error for the @ field, and the lower 
plot illustrates the bistatic Radar Cross Section
(RCS) in terms of the polar angle. It is obvious that 
the BC error is relatively significant in the immediate 
vicinity of the wedge tips.  

Fig. 5. Results for standard, conformal 
auxiliary surfaces 

To improve satisfaction of the BC, the deformation 
scheme proposed above was implemented. After 
several trials, the following parameters were 
invoked: The portion of AS’s to be displaced was 

1/5 for the inner and 1/8 for the outer ones. The 
proximity factor was set equal to �
inner and � � 0.65 for the outer AS’s

S=U��U � 0.80. No extra AS’s were added, since 
their presence proved to be unimportant

y of the method, a scatterer is 

, arc displacement 
, dielectric relative permittivity d� � 2.56, 

, and originally < � 160 
outer AS’s. Solu-

of the problem without any deformation yields 
ft subplot depicts 

error in the boundary condition (BC) 
along the boundary stretch, i.e.  

� 													�8� 

is the normal unit vector on the boundary, 

 are the electric 
outside the scatterer re-

 subplot depicts 
field, and the lower 

the bistatic Radar Cross Section 
It is obvious that 

the BC error is relatively significant in the immediate 

 

Results for standard, conformal  

To improve satisfaction of the BC, the deformation 
scheme proposed above was implemented. After 
several trials, the following parameters were finally 

: The portion of AS’s to be displaced was 

for the outer ones. The 
� 0.75 for the 

for the outer AS’s, while 

. No extra AS’s were added, since 
unimportant. 

The results are shown in Fig. 6

field error at MP’s was reduced from 

to 3.71 ∗ 10gh and the maximum 

from 2.8 ∗ 10gi to 	1.95
RCS pattern is only slightly affected, more pronoun
ced improvement is expected for larger scatterers.   

 

Fig. 6. Results for improved, non
auxiliary surfaces

5. CONCLUSION 

The Method of Auxiliary Sources (MAS) was a
plied to scattering from a dielect
curved wedges. Since the BC error close to the 
wedge tips is significant for standard, 
auxiliary surfaces, deformation of the latter w
proposed. In the vicinity of the tips, both inner and 
outer AS’s approached the CP’s, and their distrib
tion was also allowed to become denser. The BC 
error was proven to decrease significantly fo

the   and the @ field, yielding more accurate RCS 
results. 
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Abstract 

In this paper is investigated the possibility of localizing a single sound source from binaural recordings using only low cost compo-
nents and computationally light weighted applications. Interaural time difference  and interaural intensity difference are in the basis of 
estimating the azimuth angle of the source  equally distanced from the listener during testing. Low, mid and high frequencies are 
being generated by precise generator to analyze the accuracy of localization by the arranged environment. Positive results are being 
observed in comparison to more sophisticated methods demanding more resources. 

 
 
1. INTRODUCTION 

Binaural recordings have been used for a long time 
as a mean for producing more realistic experience 
in listeners close to the real environment where the 
sounds were recorded. Some recent studies sug-
gest that they are also applicable for accurate 
sound source localization. 

Minnaar et al. [1] discovered that here is a signifi-
cant difference in audio recordings of this type 
when made from real human heads and artificial 
ones. Head-related transfer function in each case 
seems to be different. Considering both the inter-
aural time differences and the interaural level differ-
ences Raspaud et al. [2] achieve better accuracy of 
the source localization. Further they propose an 
average parametric model based on personal esti-
mates of these parameters. The model proved use-
ful up to 6 kHz and its accuracy significantly de-
creases for azimuth angles approaching -90º and 
+90º respectively. Joint error averages vary be-
tween 3.35 and 11.34 by the type of sound. 

More complex sound scenes, consisting of numer-
ous sparse-spectrum sources, have been decom-
posed by Deleforge et al. [3] following by their local-
ization with the use of acoustic space learning. 
Robot heads were used for the recordings and then 
dimensionality reduction via non-linear processing 
was applied. The mean angular error is changing 
between 3º and 12º. Deleforge and Horaud [4] also 
proposed simpler approach to the 2D localization 
problem by establishing a connection between 
sources’ positions and interaural information regis-

tered in space with larger number of dimensions. 
Deviation of the angular error here rises up to 14º 
as or the azimuth detection with the increase of the 
training set density. 

Hammershøi et al. [5] posed attention not only to 
the medium of sound propagation and elements for 
recording in relation to the personal hearing proper-
ties but also to the chain for playback. Inter-
individual parameters were considered while mak-
ing a correction prior to headphone reproduction.  
Deviation in the median-plane localization varied 
between 25% and 47% depending on the type of 
the head while recording. 

Mandel et al. [6] use expectation-maximization on a 
model for present sources separation from the sce-
ne in order to localize them. Selective points from 
the spectrogram of the recorded signals after clus-
tering indicate their presence. Separated signals 
have SNR 1.6 dB and and PESQ 0.27 greater than 
other proven techniques. 

Coherence within binaural recordings and the sen-
sitivity of human hearing with regard to the 
interaural time difference, especially at the pres-
ence of noise, seemed to play a role in the localiza-
tion of sound sources as Rakerd and Hartmann [7] 
show. Their study suggests that correction should 
be made to the stored signals modeling the whole 
chain of elements leading to reproducing. 

Joris and Yin [8] found that internal delays occurring 
due to the change in waveform of the sound from 
one and the same sources reaching both ears plays 
also a role in the localizing process. So interaural 
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correlation should also be employed in the model 
used for binaural recording.  

In addition to all the above mentioned effects which 
need to be considered in the channel modelling of 
binaural recordings, Baumgartner et al. [9] pay at-
tention to the localization of sources in sagittal-
plane. Thus, it becomes possible to discriminate 
their position within front and back subspace. It is 
considered that similar approaches may have role 
in some medical applications [12].  

In this paper, a simplified experimental setup is 
proposed for binaural recording followed by single 
source localization, cheap enough to be imple-
mented on a wider scale for mass-user applica-
tions. In Section 2 description of the proposed 
methodology is given followed by experimental 
results in Section 3 with comparison to other im-
plementation used in practice and related discus-
sion. Then, a conclusion is made in Section 4. 

2. METHODOLOGY DESCRIPTION 

Influence over the process of a sound source local-
ization (Fig. 1) have both the interaural time differ-
ence (ITD) and the interaural intensity difference – 
IID). The first factor is a sequence of the different 
length of the paths the sound wave is travelling to 
both ears. The second difference follows from the 
shadowing effect of the listener’s head over one of 
the ears along the sound propagation direction.  
 

 
Fig. 1. Geometric model of the sound scene 

On that basis, the interaural phase delay – IPD 
could be defined: 

∆� = ����� 	
���,             (1) 

where v is the peed of the sound in the surrounding 
medium. It is obvious that ∆t = t1 – t2. Decreasing of 
the frequency of the emitted signal leads to com-
parability between the wavelength and the distance 
from the source to the listener and from a given pint 
it could be considered that: 
 

 � 	
��� ≈ 	 + 	
�	��.         (2) 
 
The average diameter of the head 2r relates to the 
frequency below which the information for the spa-
tial configuration interpreted by the user about the 
source is obtained mainly due to the ITD: 
 

 �� = �
�� =

���
�.�� ≈ �. �	���.       (3) 

 
Only the azimuth angle could be estimated taking 
into account (1)-(3) of the source in relation to the 
head – a result from the presence of ITD and IID. 

In order to model the propagation channel and the 
transform by the hearing apparatus it is needed to 
introduce the Head-Related Impulse Response – 
HRIR. It is different for each ear. If for the left and 
right ear of a particular listener hL(t) and hR(t) de-
note the respective responses then HL(f) and HR(f) 
will be their representation in frequency domain. 
Sound wave pressure for the left and right ear in 
time domain could be represented by sL(t) and sR(t) 
at a source emission s(t). Then:  
 

��,� =  �,���� ∗ ���� = 
= ∑ �,��� − ∆������∆�          (4) 

 
Which in frequency domain is transformed to: 
 
 $�,���� = %& �,���� ∗ ����' = 

= ��,����$���.               (5) 

 
HRTF can be found experimentally by changing the 
azimuth angle of the source with regard to the posi-
tion of each ear using the following expression: 
 

 ��,���,� = $�,���,�/$��,�,     (6) 
 
where SL,R(f,φ) is calculated from the Fourier trans-
form of the registered by microphone signal sL,R(t) 
in the position corresponding to the left and right 
ear separately. These microphones are located 
within the pinna of a dummy head which is a part of 
the experimental testing described in the next sec-
tion. Calibrated generator connected with a loud-
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speaker acts as a signal source with the option of 
changing the generated frequency f and level s(f). 
The typical setup includes testing inside the far field 
(> 1m) of the source in which case s(f) decreases 
inversely with the distance to the microphone. The 
levels inside both ears then are expected to be 
closer. At distances less than a meter this differ-
rence considerably increases for the whole sound 
range. 

Given a binaural recording, it becomes possible for 
a human to localize a sound source from a virtual 
sound space. The recording of the one channel 
sL1(t) is played through a headphone  placed in the 
left year and the other – sR1(t) – by a headphone in 
the right year. The generated sound signals which 
affect the ear drums of both ears are sl2(t) and sr2(t) 
respectively. It is required that sL2(t) = sL1(t) if HRTF 
has been properly estimated. In frequency domain 
the following expression holds: 
 

   $����� = $���.�)(F)	. ��(F)	. �$(F),   (7) 
 

where SL1(f) is the spectrum of sL1(t), HM(f) – is the 
transfer function of the microphone from the left ear 
during recording, HS(f) – the transfer function of the 
loudspeaker playing the role of a sound source 
during the experimental testing. 
ANALOGOUS TO THAT: 
 

  $����� = $�����.��*�����.�+����,   (8) 
 

where HHPHL(f) is the transfer function of the head-
phone from the left ear and HCL(f) – that of a cor-
recting filter applied during playback. Letting sL1(f) = 
sL2(f) leads to: 

 �+���� = �/��*�����.       (9) 
 

The transfer function of the correcting filter for the 
right ear HCR(f) could be found in the same way in 
order to apply the correction prior to the emission. 
In our study we employ the techniques described in 
[5] for finding all the transfer functions described 
above. Then, localizing the source from the recor-
dings is done by using the relations presented in 
[10]. The general flowchart of all processing steps is 
given in Fig. 2. 

 
 

Fig. 2. Sound source localization algorithm 

 

3. EXPERIMENTAL RESULTS 

In order to accomplish the assigned task the model 
shown in Fig. 3 is used. 

Instead of a human head, a mannequin head of 
approximately the same size is selected. The ear 
canal of the manikin is punctured and the two mi-
crophones are placed there. In Fig. 4, the head is 
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located at a distance of 50 cm from the speaker and 
rotated at an angle of 0 degrees to it.

Fig. 3. Head of a dummy imitating human head

     
Fig. 4. Placement of the model

In order to obtain two channels (left and right) for 
the stereo signal, the microphones are connected 
by a circuit using three-way cable (Fig. 
 

Fig. 5. Electrical circuit of a three-way cable

The three-way cable (Fig. 6) is connected to a com
puter for recording by the GoldWave program [

Recordings are made for signals with frequencies 
(400 Hz, 500 Hz, 700 Hz, 1 kHz, 2 kHz), and the 
head is located at (0, 5, 10, 15, 20, 25, 30) degrees 
to the speaker (the source of the sound signal). The 
speaker distance is 50 cm and 100 cm.

The sensitivity of the microphones is +/
db) with operational range from 50 Hz to 16 kHz 
and impedance of 900 Ω.  

 

located at a distance of 50 cm from the speaker and 
rotated at an angle of 0 degrees to it. 

 
Head of a dummy imitating human head 

 
Placement of the model 

In order to obtain two channels (left and right) for 
the stereo signal, the microphones are connected 

way cable (Fig. 5). 

 

way cable 

) is connected to a com-
or recording by the GoldWave program [11]. 

Recordings are made for signals with frequencies 
(400 Hz, 500 Hz, 700 Hz, 1 kHz, 2 kHz), and the 
head is located at (0, 5, 10, 15, 20, 25, 30) degrees 
to the speaker (the source of the sound signal). The 

istance is 50 cm and 100 cm. 

The sensitivity of the microphones is +/- 3 db (-65 
db) with operational range from 50 Hz to 16 kHz 

Fig. 6. Three-

In the first experiment, when the sound source is 
located at 0.5 m from the dummy head the absolute 
estimation error of the azimuth angle changes for 
virtually all tested frequencies (Fig. 7). Most not
bly, the change occurs for 400 Hz with 18.48º on 
average. For higher frequencies the variation within 
testing range is smaller and
– 8.87º.  

Fig. 7. Absolute estimation error of the orientation angle 
at 50 cm distance

The relative error for all the cases at 0.5 m is given 
in Fig. 8. The mid frequency of 1 kHz produces 
smallest error, equal to 6.32º.

Fig. 8. Relative estimation error of the orientation angle 
at 50 cm distance
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The relative error for all the cases at 0.5 m is given 
in Fig. 8. The mid frequency of 1 kHz produces 
smallest error, equal to 6.32º. 
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Testing at 1 m distance from the sound source gi-
ves smaller accuracy of localizing it (Fig. 9). 

The relative estimation error in the latter case is 
presented in Fig. 10. 

With the exception of the mid frequency of 1 kHz 
and the lower one of 400 Hz, all the others tend to 
increase the error – with 11.39º. The mean absolute 
error of the first two frequencies is 6.86º. 

 

Fig. 9. Absolute estimation error of the orientation angle  
at 100 cm distance 

 

Fig. 10. Relative estimation error of the orientation angle  
at 100 cm distance 

The probabilistic approach for localizing sound 
sources in [2] gives for mid frequencies error in 
azimuth angle from 3º to 4º when rotating the sound 
detector system from 0º to 30º. Given the more 
sophisticated approach suggested in that study and 
hardware used the average difference of 2º ob-
tained within our approach seems negligible.  
 
4. CONCLUSION 
 
Binaural sound brings considerably more infor-
mation than ordinary stereo recording. This gives a 
more realistic sense of the real environment in 
which the recording is made. The recordings made 
are also sufficient to locate a sound source after 

program processing, but with some frequency and 
directional limitations. For more accurate localiza-
tion, it would take longer recording time for more 
precise analysis. The deviations in the results are 
due to the lateral noises, the presence of standing 
waves, and the relatively short length of the analyz-
ing windows. 
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Abstract 

The purpose of this paper is to present Automated Information System (AIS) used to evaluate the stability of a ship. The system is 

based on a new method for direct check of the ship’s stability using the limited curves for the applicate of the center of gravity KG  

and the initial metacentric height GM . The software provides an opportunity for buoyancy and stability evaluation of the ship in 

extreme situations. New recommend values for GM  are set to minimize the human sickness, known as kinetosis. An advantage of 

the proposed and developed programming system is its work in interactive mode, in which there is a possibility to change the load on 
the ship from the command display. 
 
 
1. INTRODUCTION 

The safety of shipping is vital for the marine trans-
port. When sailing each vessel is exposed to exter-
nal forces like wind, heavy sea, surge and etc. Its 
safety depends on the seaworthiness qualities – 
buoyancy and stability. There is a growing need for 
opportunities for their current assessment in every 
moment, imposed by the circumstances.  

In that matter there are new requirements for the 
software products on the board of the ship connect-
ed to the loading and the evaluation of the stability. 
After the enforcement of MARPOL Annex I, Regula-
tion 28 and the resolution of Marine Environment 
Protection Committee [10] - МЕРС.248(66) of the 
International Maritime Organization the ship owners 
are obliged to provide the necessary software on 
the board of the ship.  

The resolution 66 of the Marine Environment Pro-
tection Committee (MEPC) is adopted on 04 April 
2014 and entered into force on 01 January 2016. In 
accordance with the requirements of the resolution: 

„All oil tankers shall be fitted with a stability instru-
ment, capable of verifying compliance with intact 
and damage stability requirements approved by the 
Administration having regard to the performance 
standards recommended by the Organization.” [4], 
[8], [9]. 

Оil tankers constructed before 1 January 2016 shall 
comply with this regulation at the first scheduled 
renewal survey of the ship after 1 January 2016 but 
not later than 1 January 2021. 

Also statistics provided by IUMI, Global Marine 
Disaster Statistics and Lloyd Registry statistics 
show that the number of marine disasters and the 
magnitude of financial losses can be greatly re-
duced by ships modernization and the selection of 
trained and qualified crew. The use of information 
systems to assist the command staff in their day-to-
day (routine) operations is also an opportunity in 
this direction. 
 
2. AUTOMATED INFORMATION SYSTEM 

The automated information system is based on a 
new method [2] [6], for the direct check of the ship’s 
stability using the limited curves for the applicate of 

the center of gravity KG  and the initial metacentric 

height GM . The new method is based on the 
three-dimensional model of the hull form, mathe-
matical model[7] for calculating the hydrostatic 

curves and KN – curves, the direct building of the 
static stability curves (SSC) and their normalization 
with the requirements of ISCode.  
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2.1. Software development environment 

The software is realized in Matlab environment, 
version R2016b. One of the reasons for this choice 
is that Matlab is a software development environ-
ment that offers high-performance numerical com-
putations (in this case the table of ordinates of the 
ship) and has a built-in function for 2D and 3D visu-
alization. 
 
2.2. Description of the software product 

- The software uses the three-dimensional 
model of the hull, described by the expanded table 
of offsets, for receiving the hydrostatic curves. It 
gives the opportunity of plotting them not only when 
the ship is in normal condition, but when heeling 
and trim, leading to more accurate estimate of the 
stability of the ship. The hydrostatic curves are cal-
culated for the trim range Lpp%1± . The received 

values could be displayed as graphics or in table 
form on the main screen of the software. 

- The program calculates the KN – curves for 

the following operational trim range Lpp%1± . The 

received values could be displayed as graphics or 
in table form on the main screen of the software. 

- Using the table of moments, a specific load 
on the ship could be set. The program calculates 
the current weight and the coordinates of the center 
of gravity of the ship for the current loading condi-
tion. The table with the new data is presented. 
There is a possibility of directly changing the load 
data in the table. 

- The program system calculates the parame-
ters of the equilibrium status of the ship and its 
initial stability. The received data is displayed. 

- The righting arms are calculated and the 
static stability curves are built and displayed on the 
main screen of the program. 

- The resulting data of all the calculations is 
stored in the programming environment. 

- It is used to evaluate the intact stability of the 
ship in accordance with the requirements of IS-
Code. 

- The limited curves for maximal acceptable 
applicate’s values of the center of gravity and mini-
mum acceptable values of the initial metacentric 
height are built. The curves could be displayed at 
any time. 

- The software could work also in an interac-
tive mode. In this case changes could be made in 
the loading conditions from the command display. 

- When the loading data is changed the sys-
tem automatically updates the parameters of the 
equilibrium status of the ship and a new evaluation 
of the stability is made. 

- In interactive mode some damage scenario 
(like flooding of separate cargo spaces) could be 
specified by the user from the main screen of the 
program. In this case the system evaluates the 
damage stability of the ship. 
 
2.3. Description of the test ship used for the  
        numerical research 

The ship used for testing the automated system is 
chosen from the International Towing Tank Confer-
ence(ITTC) for the program SIMMAN[11]. The ship 
has a hull shape of a typical large tanker. (see Ta-
ble 1).  

Table 1. Main dimensions of the test ship 

mLpp 00.320=  Length between perpendiculars 

mLWL 50.325=  Length of waterline 

mB 00.58=
 

Breadth of the ship 

mD 00.30=
 

Depth of the ship 

md 80.20=
 

Draught of the ship 

300.312622 mV =
 

Displacement of the ship 

8098.0=BC
 

The block coefficient 

9980.0=MC
 

Midship coefficient 

kns 50.15=υ
 

Speed of the ship 

 
The exact 3D geometry of the ship hull is described 
by an expanded table of offsets. The table contains 
half-breadths measured at 65 stations and 200 
control points (100 for each board) for each station.  

On figure 1 is shown a 3D visualization of the test 
ship.  

 

Figure 1. 3D visualization of the test ship 

 
2.4. Validation and verification of the program  
        product 

The software calculates all necessary characteris-
tics related to the buoyancy and stability of the ship. 
The validation of the obtained results is based on a 
comparison of the ship's seaworthiness quality – 
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buoyancy with the test ship data. For example, the 
estimated volume displacement of the ship for its 
projected draught differs from the one of the test 
ship by 0.1%, which is within the range reco
mended for analogue programming systems
2%.  
 
2.5. Command display of the automated system

The main element of the automated information 
system is the command display. It consists 
panels. The first one contains tables, the second is 
graphical and visualizes the current static stability 
curve, and the third panel can visualize the hydr

static curves, the KN – curves and the diagrams 
for maximal acceptable applicate’s values of the 

center of gravity KG  and minimum acceptable va

lues of the initial metacentric height 
re 2). 

Changes to the table of moments can be entered 
from the command display (see figure 2
tem automatically checks for data entry irregular
ties, alerts for errors, and disables correction for 
light ship’s data. 
 

Figure 2. Command display of AIS

The changed loading data for a given compartment 
could be saved in the program environment after 
clicking the Update button. The system automat
cally updates the parameters of the equilibrium 
status of the ship and a new evaluation of the stabi
ity is made. A new SSC is generated according to 
the new condition. The current SSC
displayed for the assigned loading and its chara
teristics in accordance with the requirements of the 
IS Code. 

The trim values ( mt 2,1,0,1−= ) could be selec

ted from the third panel via drop-down menu and 

the corresponding hydrostatic curves and the
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Figure 3. KN – curves for 

Notwithstanding the possibility of direct evaluation 
of the ship stability using the direct building of the 
SSC and its compliance with the requirements of 
ISCode, in the program system is integrated a pr
gram module for direct buildi
for maximal acceptable applicate’s

center of gravity KG  (see f
acceptable values of the initial metacentric height 

GM (see figure 5).  
 

Figure 4. Limited curve for maximal acceptable 

 

Figure 5. Limited curve for minimum acceptable 

If the calculated values for 
ven displacement are in the acceptable zones of 
the corresponding diagrams, the ship is considered 
to be stable. The limited curves meet all the r
quirements of ISCode. They give the opportunity for 

CEMA’18 conference, Sofia 

are displayed. The KN – curves for trim 

ure 3. 

 

curves for mt 0=  

Notwithstanding the possibility of direct evaluation 
of the ship stability using the direct building of the 
SSC and its compliance with the requirements of 
ISCode, in the program system is integrated a pro-
gram module for direct building of the limited curves 
for maximal acceptable applicate’s values of the 

(see figure 4) and minimum 
acceptable values of the initial metacentric height 

 

Limited curve for maximal acceptable KG  

 

Limited curve for minimum acceptable GM  

If the calculated values for KG  and GM  for a gi-
ven displacement are in the acceptable zones of 
the corresponding diagrams, the ship is considered 
to be stable. The limited curves meet all the re-
quirements of ISCode. They give the opportunity for 
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direct evaluation of the ship stability (without build-
ing the SSC) for the chosen loading condition. 

The stability of the ship, as one of its important 
seaworthiness qualities, is closely related to the life 
aboard the ship. Excessive stability leads to intense 
and sharp fluctuations during navigation. As a re-
sult, there are a number of negative consequences 
for the human body (“kinetosis”). In maritime prac-
tice this state is known as sea sickness. By choo-
sing optimal values of ship characteristics, the kine-
tic symptoms can be significantly reduced. For the 
purpose additional curves are built in the program-
ming system, to the abovementioned limiting curve 

GM . They are used to define an optimal zone for 
stability characteristics guaranteeing minimal mani-
festations of sea sickness. 

It’s well known that the main problem with the 
oscillating movements that the ship performs during 
sailing is the intensity of rolling. The average val-
ues of natural roll frequency for different kinds of 
marine ships are: 

Marine transport vessels:  7–12s.  
Large passenger ships:    16–20s. 
Passenger ship (up to 10000 t.): 10–15s. 
Tugboats and fishing vessels:  6–10s. 

These values are obtained by (1). The formula pre-
sented the direct relationship between the metacen-
tric height and the roll period. 

             
GMg

I
T x

∆
+

= 44λ
θ ,   (1) 

where: 

θT   - rolling period, 

xI  - the transverse moment of ship inertia, 

44λ  - the moment of added mass due to water 

dragging by the rolling hull, 

∆  - weight of the vessel. 

The values of xI and 44λ  are calculated in the tab-

le of moments of the AIS.  

After applying formula (1), two red straight lines cor-

responding to mGM 02,2=  and mGM 63,2=  

are build. They are shown on figure 5. The first 

value is for a roll period sT 12=θ , and the second 

one for sT 7=θ . Choosing a value for GM  bet-

ween the two bars guarantees smooth fluctuating 

movements with a period in the required range. 
From the figure it is apparent that it is not possible 
to select such values for some displacements of the 
ship. 
 
2.6. Application of the AIS 

The program system is applicable to different types 
of marine transport vessels.  

The software is built in a way that takes into ac-
count the specifics of a particular ship. It is possible 
to use it as an OBSS as well as in a separate oper-
ating center. 

The program system could work in two modes: 
- Assessment of stability parameters and 

ship's equilibrium status for different load cases 
based on the hydrostatic data, stored in the pro-
gram environment, including different load cases 
preview prior to the actual loading of the ship. 

- Working in interactive mode. In this case, the 
changes in the table of moments might be inputted 
from the command display, including imitation of 
extreme situations associated with flooding of indi-
vidual compartments and tanks in the ship. 

Expansion of the capabilities of the programming 
system is foreseen by an additional module allow-
ing the capture of signals from sensors located in 
the ship's hull and receiving the data for the current 
ship’s loading. 

 
3. CONCLUSION 

The system is applicable to different types of ma-
rine transport vessels and the software is built in a 
way that takes into account the specifics of a 
particular ship.  

The programming system enables the assessment 
of buoyancy and stability during the exploitation and 
simulates extreme situations.  

The program system allows users to choose an op-

timal value for GM  with reference to the roll peri-
od, guaranteeing minimal manifestations of sea 
sickness. 

An advantage of the proposed and developed prog-
ramming system is its work in interactive mode, in 
which there is a possibility to change the load on 
the ship from the command display.  

The software could be used as an OBSS, in a 
separate operating center and in the educational 
program for marine cadets.  
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Abstract 

As colonoscopy is needed for screening colorectal polyps, and the first step of classification these polyps is recognizing them, it is 
worth to research, whether the colonoscopy databases could be improved by image processing and contour detection. In the follow-
ing considerations a reflection filtering and background subtraction with large-sized mean filter is used as image preprocessing tools, 
and hybrid method for segmentation of pathological forms, based on template matching and active contour model as contour fitting 
for segmentation of the image is made. 

 
 
1. INTRODUCTION 

As in the past couple of decades colorectal cancer 
advanced to one of the leading cause of death, it 
would be very useful if population wide screening 
could be carried out. As types of colorectal cancers 
[1] all develop from polyps inside the bowel, and 
these warts can be seen by colonoscope at very 
early stage, colonoscopy is probably the best and 
least intrusive method for detecting colorectal po-
lyps. The alternatives, capsular endoscopy [2] and 
virtual colonoscopy are either much harder to pro-
cess or have higher risk. Colonoscopy nowadays 
has several image enhancing tools, such as chro-
moendoscopy or narrow band imaging [3]. If the po-
lyps are found, the medical experts can determine 
whether biopsy or removing of the polyp is neces-
sary based on their shape [4,5], colour and Kudo’s 
pit pattern classification scheme [6-8]. In the past 
years several groups started to develop tools for the 
medical staff in order to help drawing their attention 
to those domains of the endoscopy picture, where 
some pathological forms, such as polyps are likely 
[9]. Some of them made their databases available 
[9-12], too. These databases consist of pictures, 
which are taken by colonoscopies also there are 
masks, corresponding to the pictures and showing 
the areas of the polyps.  

There are number of polyp segmentation methods, 
which have been reported in the literature [13]. 
Canny operator and the Radon transform are used 
to detect polyp boundaries [14]. Using structural 
entropy a fuzzy decision method for finding polyps 
is developed [15]. An adaptive deformable model is 
used to present segmented polyps [16]. Geodesic 
active contours with a modified speed function on 
the colon surface are evolved to detect polyp neck 
regions [17]. By using level-set method and active 
contour model without edges the polyp mass region 
is extracted [18, 19]. 

In the following considerations first the image pre-
processing stage is presented in Section 2, then a 
brief survey about the proposed hybrid method, 
based on template matching and active contour 
model is given, and as a last step, in Section 4, 
some results of segmentation are presented.  
 
2. CALCULATION OF THE REFLECTION  
     DOMAINS AND THE BACKGROUND  
     FOR SUBTRACTION  

For the present study images of database built at 
ETIS Larib [10] are used, as these images have 
high resolution and low noise. As it can be seen in 
Fig. 1, the image is mainly of pinkish colour, its 
histograms have large empty domains between the 
important information of the image, i.e., the middle 
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region and the absolutely light (reflections) and 
absolutely dark (frame) ends in all three colour 
channels. The first step of pre-processing is to r
move the black frame of the picture in
the corners remain black. This can be seen in
The cropped image is studied in the followings.
 

Figure 1. The original colonoscopy image number 66 
of ETIS Larib [10] 

Next, using the histogram, an automatic threshold is 
set both in the dark and in the light end of the hist
gram at the point it starts to increase after t
peak. At these new thresholds the histograms 
R,G and B channels are cut, and the 3 histograms 
are renormalized to the 0- 255 domain.
tograms are presented in Fig. 2. 

Figure 2. Histograms of the image

Those points, which used to have 
than the minimum of the new histogram, are co
lected to a mask for the black points, and the ones 
that used to have lighter shade then the maximum 
of the new histogram are collected in the white 
mask. The masks are treated together, when ave
age is calculated, i.e., all the masked points are 
excluded from the averages. Both masks are e
tended in such a manner, that if points differ more 
than a threshold from their neighbours’ average, 
then they are given to the masks. If the brightness 
value of a point is higher than the masked average 

 
light (reflections) and 

absolutely dark (frame) ends in all three colour 
processing is to re-

move the black frame of the picture in a rectangle, 
. This can be seen in Fig.1. 

studied in the followings. 

 

The original colonoscopy image number 66  

Next, using the histogram, an automatic threshold is 
set both in the dark and in the light end of the histo-
gram at the point it starts to increase after the first 
peak. At these new thresholds the histograms of 

are cut, and the 3 histograms 
255 domain. These his-

 
Histograms of the image 

Those points, which used to have darker shades 
than the minimum of the new histogram, are col-
lected to a mask for the black points, and the ones 
that used to have lighter shade then the maximum 
of the new histogram are collected in the white 
mask. The masks are treated together, when aver-
age is calculated, i.e., all the masked points are 

Both masks are ex-
tended in such a manner, that if points differ more 
than a threshold from their neighbours’ average, 
then they are given to the masks. If the brightness 

f a point is higher than the masked average 

of the environment, then the point will belong to the 
white mask, if lower, to the black mask. 

As a next step, the white mask is used for creating 
the matrix, which has to be subtracted from the 
histogram-stretched image
image would be reflection-free. 
presented in Fig. 3. The resulting 
obtained after mean filtering around the masks, is 
presented in Figure 4.  
 

Figure 3. The white mask

 

Figure 4. Reflection

As a last step, the images are filtered with a very 
large mean filter (not masked) in order to receive 
the background and this background is subtracted 
from the reflection-free image. The background is 
shown in Fig. 5, while the final result 
6. 

Figure 5. Background of the image
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of the environment, then the point will belong to the 
white mask, if lower, to the black mask.  

As a next step, the white mask is used for creating 
which has to be subtracted from the 

image so, that the obtained 
free. This mask image is 

The resulting image, which was 
after mean filtering around the masks, is 

 
The white mask 

 

 
ction-free image 

As a last step, the images are filtered with a very 
large mean filter (not masked) in order to receive 
the background and this background is subtracted 

free image. The background is 
, while the final result is given in Fig. 

 
Background of the image 
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Figure 6. The background subtracted version of the image 

 
3. CONTOUR DETECTION OF THE POLYPS  
     BY HYBRID METHOD 

The colorectal polyp segmentation is made by the 
implementation of the Chan and Vese active con-
tour model [20]. In this case, the stopping term does 
not depend on the gradient of the image, as in the 
classical active contour models, but is instead re-
lated to a particular segmentation of the image. This 
method of segmentation is based on active contour 
without edges. We propose to use the given mask 
from database, which corresponds to the image and 
showing the area of the polyp. This mask is a tem-
plate for the shape form of the initial contour, from 
which the contour segmentation begins. It is pre-
sented in Fig. 7.  
 

 

Figure 7. Mask from database showing the area of the polyp 

 

4. RESULTS AND VALIDATION 

The formulated stages of processing are realized by 
computer simulation in MATLAB 7.14 environment 
by using IMAGE PROCESSING Toolbox. For the 
experiments 200 images with size 1216x962 pixels 
in tif format of database built at ETIS Larib are 
used. The grayscale colorectal image with segmen-
ted polyp in yellow colour is shown in Fig. 8. The 
segmentation is performed by 200 iterations.  

 

Figure 8. Grayscale colorectal image with segmented polyp 

For validation of the segmentation results, we com-
pute the undirected partial Hausdorff distance be-
tween the boundary of the segmentation with the 
hybrid method and the boundary of the manually-
segmented ground truth. The obtained results are 
compared to the results from segmentation without 
pre-processing stage. The averaging results for the 
partial Hausdorff distance between automatic seg-
mentation and the manually-segmented ground 
truth are given in Table 1. The grayscale colorectal 
image with segmented polyp in yellow colour with-
out using pre-processing stage is presented in Fig. 
9. 

 Table 1. Partial Hausdorff Distance  

Method K [%] 

Manually-segmentation without pre-processing 
stage 

72.9 

Automatic segmentation by hybrid method with-
out pre-processing stage 

76.5 

Manually-segmentation with pre-processing 
stage 

92.3 

Automatic segmentation by hybrid method with 
pre-processing stage 

95.7 

 

 
Figure 9. Grayscale colorectal image with segmented polyp 

without pre-processing stage 

These results have indicated that the segmentation 
is better in the case of the proposed approach 
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compared to manually segmentation. On the other 
hand, the application of the pre-processing stage 
with a reflection filtering and background subtrac-
tion increases the accuracy of defining the contour 
of the polyp and allows visual observation of the 
structure and appearance of its surface. 
 
5. CONCLUSION 

In this paper, an effective approach for automatic 
colorectal polyps segmentation is proposed. The 
pre-processing stage is applied for  calculation of 
the reflection domains and for background sub-
straction. Then the reflection-free image was proces-
sed by mean filter in order to receive the background 
and this background is subtracted from the reflection-
free image. The contour of the polyp was detected 
using hybrid method. It is based on template 
matching and active contour model without edges.  

The proposed approach can be applied for scree-
ning of early colorectal carcinoma, especially by 
sigle colorectal polyps. It can be used also in mo-
nitoring the disease progression. 
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Abstract 

Nowadays the medical images processing is an important step to the modern computer aided medical diagnostic. Specialists such 
as radiologists, surgeons and other are able to use several of medical image diagnostics in their work. But not always the medical 
equipment has the image processing tools that the doctors need. For that reason a Genuine User Interface (GUI) for Spleen Seg-
mentation of abdominal MRI sequences is proposed in this paper. It works in the MATLAB environment and uses its Image process-
ing toolbox. The interface is giving a choice between different techniques of segmentation based on active contours without edges 
and other image processing tools. The main advantage of the GUI is the possibility of automatic segmentation of a whole abdominal 
MRI sequence that is loaded from the user. Other important operations are image pre-processing (Optional), 3D visualisation of the 
results and validation of the segmentation, if their ground true images are available. 

 

 
1. INTRODUCTION 

The shape and volume of the human organs are 
very important for studying their functionality, mak-
ing statistical representation of the normal and dis-
ordered organs by the human populations. By epi-
demiological studies and in the daily work radiolo-
gists are sometimes forced to do hundreds of man-
ual segmentations per hand. That is way a tool for 
automatic or semi-automatic spleen segmentation 
could be very useful in such cases.  

The form of the human spleen is very variable by 
the different individuals. So the visualization of this 
organ is very interesting and helpful by studying its 
shape, functionality and disorders.  The spleen has 
the same relationship to the circulatory system that 
the lymph nodes have to the lymphatic system [1]. 
A wide range of diseases can affect the spleen. MR 
imaging is an excellent tool for diagnosis and 
evaluation of focal lesions and pathologic conditions 
of the spleen. Also for studies of health, because of 
the harmless magnetic field that is used by MRI. 

There are a lot of segmentation techniques, but not 
all of them are giving good results in the different 
cases. Because of the partial volume effect, the 
gray level of the spleen and grayscale similarity of 
the adjacent abdominal fat, spleen segmentation 
has always been a problem [2]. In this case an ac-
tive contour method for segmentation has been 
chosen. The “Active Contours Without Edges” by 
Chan and Vese, that ignores edges completely [3]. 

The performance of the image and video segmenta-
tion algorithms is judged mainly on how well the 

region is segmented. Generally there exists no 
segmentation algorithm which can be commonly 
applied on all the domains [20].  

The outline of the research paper is organized as 
follows: Section 2 discusses about image segmen-
tation based on “Active Contours Without Edges” by 
Chan and Vese, also presents combination of the 
active contour model with other segmentation 
methods, such as K-mean clustering as primary 
segmentation, atlas template method with auto-
matic match of the used template and demonstrates 
the results. Section 3 describes the proposed GUI 
for image segmentation and its functionalities. The 
results of the relative evaluation methods are illus-
trated in section 4 and section 5 finally draws the 
concluding remarks of the paper. 
 
2. SPLEEN SEGMENTATION METHODS 
 
2.1. The active contour model by Chan and Vese 

All of the methods in the GUI are based on the 
segmentation via active contours without edges. 
The active contour model of Chan and Vese is used 
for the next two stages of segmentation. It is a gray 
level based method and is a special case of the 
Mumford–Shah function.  

We consider ƒ to be the given grayscale image on a 
domain = to be segmented. Mumford and Shah 
approximate the image ƒ by a piecewise-smooth 
function u as the solution of the minimization prob-
lem. The Chan - Vese model has an additional term 
penalizing the enclosed area and a further simplifi-
cation that u is allowed to have only two values, 
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�1	where	x	is	inside	 and �1 where x is inside 
C, where C is the boundary of a closed set and c1, 

c2 are the values of u respectively inside and out-

side of C [8]. By the method of Chan – Vese the 
purpose is to find among all u of this from the one 
that best approximates ƒ. 
 
2.2. Hybrid approach for spleen segmentation 

For the fully automated mode of the GUI is used a 
hybrid method for spleen segmentation from MRI 
sequences that is presented in a previous work 
[21]. The approach is combining K-mean clustering 
for primary segmentation of the image sequence 
and an atlas template method is used for the pri-
mary segmentation of the primary image of the 
sequence, where the segmentation begins. 

K-means clustering can be used because it is sim-
ple and has relatively low computational complexity 
[15]. So we can obtain two clusters.  The first clus-
ter image presents the background and some small 
structures extracted from the image. The second 
one presents the MR image with extracted organs 
and tissues. This cluster image shows a better dif-
ferentiation between the spleen and the surround-
ing area. The goal of a clustering method is to find 
cluster centers CC = {c1, . . . cK} in feature space 
such that the distance of all samples to their center 
is minimal [11]:  

��� =

	argmin�� ������ = argmin�� ∑ ||�� − �����||
�
��   

where c(fi ) delivers the cluster center ck,, which is 
closest to fi. 

Two atlas models of the spleen have been made 
and one of them is used for initial contour in the 
segmentation of the initial image. They are created 
up of 10 abdominal MRI images, which are our 
training data and are different from the test data. 
First, the spleen was manually segmented from 
these 10 images. After that we get 10 binary imag-
es. In the next step the spleen is surrounded in a 
rectangle and cut off. These cuts are rescaled to 
50x50 pixels. Then we find the intersection and 
union of the scaled images, which presented two 
atlas models given in Fig. 1.  

 

      
                        a                                               b 
Figure 1. Spleen atlas models: a) obtained after intersection 

of the scaled images;  b) obtained by union of the scaled 
images 

 

2.3. Automatic segmentation of the whole  
        sequence 

The sequence is processed in two directions (for-
wards and backwards from the initial image). That 
means we can build two loops: one incrementing 
and other decrementing to craw the array of images 
with spleen in the sequence. This approach is ap-
propriate, because in the most cases the spleen is 
getting smaller in these two directions in the se-
quence. Each image could be primarily pre-proces-
sed and pre-segmented using the methods descry-
bed in the previous subsection 2.2, if the user choo-
ses this kind of segmentation. If not an initial con-
tour could be chosen in the initial image as a rec-
tangle without a template or as a polygonal figure 
closer to the spleen. Each subsequent image uses 
as mask for its segmentation with active contours 
without edges the result of the segmentation of the 
previous image [14]. For termination condition we 
use the difference between the segmentation result 
in the initial image and the segmentation in each 
processed image in the sequence. This is made on 
the base of the correlation function. This function 
gives the statistical correlation between random va-
riables, contingent on the spatial or temporal dis-
tance between those variables. By value of 1 there 
is 100% matching between the images. In our case 
we select the value of the threshold equal to 0.65.  

The segmented spleen is visualized with yellow con-
tour on the original images from the entire sequence. 
The result is a new sequence of binary images of the 
segmented spleen, saved in a new file folder in the 
folder of the original file with the sequence. 
 
3.  FUNCTIONALITY OF THE GUI FOR SPLEEN 
SEGMENTATION 

A view of the GUI is given in Fig. 2. The main algo-
rithm of the GUI is presented in Fig. 3 [01]. It de-
scribes the flowchart of the main interactions with-
out observation of the different segmentation abili-
ties and other optional options of the GUI. 
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Figure 3. Flowchart of the main algorithm

The first step in the segmentation process is to load 
an abdominal MRI-sequence from a file that should 
be segmented. This happens by pushing a button 
“Load sequence” on the upper left corner in the 
GUI. After that the sequence should be visualized 
with the button “View sequence” next to the prev
ous one. After this interaction the whole sequence 
is visualized in the visualisation sector of the GUI. 
In that way the radiologist can make the important 
and expert decision in which of the images the 
spleen is visible and to choose one of them as initial 
image for the automatic segmentation of the rest of 
them. The chosen image is given with its number in 

Load MRI sequence

Spleen 

Segmentation in 

the initial image

Automatic spleen 

segmentation in the 

processed sequence

Segmented Image 

Sequence

Figure 2. Main view of the GUI  

 

Flowchart of the main algorithm 

The first step in the segmentation process is to load 
sequence from a file that should 

be segmented. This happens by pushing a button 
upper left corner in the 

GUI. After that the sequence should be visualized 
with the button “View sequence” next to the previ-
ous one. After this interaction the whole sequence 
is visualized in the visualisation sector of the GUI. 

can make the important 
and expert decision in which of the images the 
spleen is visible and to choose one of them as initial 
image for the automatic segmentation of the rest of 
them. The chosen image is given with its number in 

the “Spleen Segmentation” f
ized sequence.  

Figure 4. Error report for non existing image number

An error report acquired, when such image is not 
given and segmentation is tried to be done. There is 
also an optional field for pre
various filters could be chosen from the pop
menu and contrast enhancement could be provided 
to all of the images in the sequence before the 
segmentation step. Other additional fields are “3D 
visualisation” and “Accuracy Validation”. 

Figure 5. Start of segmentation with chosen option 
‘rectangle+template’
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the “Spleen Segmentation” field next to the visual-

 

Error report for non existing image number 

An error report acquired, when such image is not 
given and segmentation is tried to be done. There is 
also an optional field for pre-processing, where 
various filters could be chosen from the pop-up-
menu and contrast enhancement could be provided 

the images in the sequence before the 
segmentation step. Other additional fields are “3D 
visualisation” and “Accuracy Validation”.  

 

Start of segmentation with chosen option  
‘rectangle+template’ 
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4. RESULTS AND DISCUSSION  

On Table 1 are presented the results after compar-
ing the accuracy of the segmentation results ob-
tained by using the different segmentation methods 
that could be chosen with check boxes in the GUI.   
 

Table 1. Obtained results for spleen segmentation  
made by different segmentation options 

Segmentation 
options  

Mean 
Dice for 
the se-
quence 
[%] 

Dice for 
the 
primary 
 image 
[%] 

Time for 
process-
ing of  
the se-
quence 
[sec] 

Time for 
processing 
of primary 
image 
 [sec] 

‘rectangle+ 
template ‘ 

89.14 94.06 41.33 20.34 

‘polygogon’  79.83 95.14 42.72 25.43 

‘pure rectangle‘ 75.62 83.45 43.45 53.75 

 
5. CONCLUSION 

In this paper is presented an effective GUI for easily 
automatic spleen segmentation in abdominal MRI 
sequence images. The proposed GUI represent dif-
ferent approaches for spleen segmentation all ba-
sed on the active contour model. Hybrid segmenta-
tion approach on segmentation methods such as 
active contours without edges and k-mean cluster-
ing is compared with the other segmentation op-
tions. The proposed GUI allows extracting in short 
time the normal spleen, which has a variable form 
and unstable position at the different images in the 
MRI sequence. The various options of the GUI 
could give also the ability of making segmentation 
of some untypical or pathological forms of the 
spleen, but more experiments should be done in the 
future in this direction.  
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Abstract 

The method of analysis and classification of images based on the calculation of alpha-divergences (or Renyi's divergences) is con-
sidered. For each image we construct a discrete measure distribution and finite sequence of its direct multifractal transforms. The 
resulting vector is a characteristic of the image structure. For two images, the α-divergences between these vectors are calculated.  
We perform experiments and provide results with several classifiers that use these vectors as training and testing datasets.  

 

 
1. INTRODUCTION 

Image analysis and classification play a special role 
in biology and medicine because this is the one of 
the main ways to observe the system under investi-
gation. The results of observations can be saved as 
digital images. 

The characteristics of a digital image can naturally 
be determined in terms of intensities of its constitu-
ent pixels. One of the well-known methods consists 
of dividing the image into cells and calculating cer-
tain measures defined on this partition. The easiest 
way to determine the measure of a cell is to calcu-
late the sum of its pixel intensities, but it is also 
possible to apply different filters. The measure for 
color images may be defined for any of the palette 
component.  

The measure distribution in cells allows the use of 
entropy characteristics for the analysis and classifi-
cation of images. The natural characteristic is the 
entropy of the partition [3], which is defined as

i
i

i µµ∑− ln , where i — is the number of elements 

in the partition, and �� is the measure of ith cell. 
The entropy of a partition is sometimes called the 
entropy of a probability vector or the Shannon en-
tropy. This entropy is a special case of the class of 
Renyi entropies — a set of characteristics depend-
ing on a real parameter. The Renyi entropies are 
widely used both in image analysis, and as objec-
tive functions in solving problems of isolated extre-
mums [2,4]. 

The calculation of entropy allows us to obtain cer-
tain digital characteristic of an image. At the same 
time, it should be noted that the entropy value does 

not depend on the order of the component of the 
probability distribution vector. Therefore images 
with different structures may have different distribu-
tion vectors, but if one vector is a permutation of 
components of another, the entropies of these vec-
tors will be the same. 

To find the difference in the structure of the com-
pared images one may calculate Renyi's diver-
gence. The Kulbak-Leibler divergence is the most 
commonly used. It is not enough to obtain one nu-
merical characteristic for image classification, so 
the methods which allow us to obtain several nu-
merical characteristics are more preferable. Result-
ing vectors allow us to find rather subtle differences 
in the structure of images. 

In this paper, we consider a method of obtaining 
vector characteristics – vectors containing Renyi di-
vergences between initial measures and their direct 
multifractal transforms, and the application of the 
method to image classification. We used three well-
known classification models: support vector ma-
chine, decision tree and random forest. The classi-
fication was performed for some classes of medical 
images.  

The work has the following structure. The next sec-
tion describes Renyi entropy and direct multifractal 
transform. In the section 3 we give brief description 
of the used classification methods. The next  sec-
tion contains the results of experiments performed 
for the class of images of kidney tissue.  

2. MAIN DEFINITIONS 

This image comparison method is based on calcu-
lation of the Renyi divergence (or α-divergence). 
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The method consists in obtaining a certain discrete 
measure for each image, which is calculated for a 
given partition. The measure of each cell is defined 
as the sum of pixel intensities. Then the measure is 
normed that results in obtaining the probability mea-
sure distribution. We also consider a finite se-
quence of direct multifractal transforms of the initial 
distribution (the number of such transforms is de-
termined empirically). The α-divergence vector is 
calculated between the resulting sets of measures 
for two compared images, which we consider as a 
characteristic of the similarity-difference of image 
structures 

For two given distributions	� = {��} and � = {��} 
which characterize two compared images, the 
Renyi divergences for the variable parameter > 0 , 

� ≠ 	are defined as 

 �∝(�, �) =  
1

� − 1 ��� ���
�

�
����� (1) 

This value is non-negative, and the divergence is a 
non-decreasing function of α.  

In the particular case when � = , this transforma-
tion is determined by the formula: 

 ��(�, �) =  � ��
�

�
�� ���� (2) 

and is called the Kullbak-Leibler divergence. 

For a given distribution	� = {��}, the direct multi-
fractal transform of the initial distribution is deter-
mined by the formula: 

  !(�) =
�!

∑ 	��!�
 (3) 

where k — is a real value.  

Direct multifractal transform acts on a set of dis-
crete probability measures corresponding to the 
images. These transforms form a group, and the set 
of measures decomposes into disjoint classes of 
transitivity. Each class contains some initial meas-
ure corresponding to the given image, and its sub-
sequent transformations. In fact, the resulting class 
of measures characterizes the selected image in a 
certain way. 

Experiments show that this method allows us to 
divide the images into groups according to their 
actual (expert) classification [1]. 

 

3. CLASSIFICATION MODELS 

The task of image classification is of the great im-
portance in many subject areas. Usually to solve 
this problem supervised, unsupervised and deep 
learning models are considered. We select super-
vised models because they are easier to measure 
and verify. In this work 3 classifiers are used: sup-
port vector machine (SVM), decision tree and ran-
dom forest.  

SVM is a binary classification algorithm. Among the 
most large-scale problems that were solved using 
SVM (and its modified implementations) are the 
display of advertising banners on sites, the recogni-
tion of sex on the basis of photography and the 
splicing of human DNA. 

In classification tasks decision tree model assumes 
that the predicted result is the class to which the 
data belongs. The model is simple in understanding 
and interpretation and allows evaluating the model 
using statistical tests. This gives us an opportunity 
to estimate the reliability of the model. 

Random forest model is a composition of decision 
trees. The final result of a random forest classifica-
tion will be the class for which the majority of the 
trees voted. We suppose that one tree has one 
voice. If a model with 500 trees is created for binary 
classification problem, among which 100 trees point 
to the zero class, and the remaining 400 point to the 
first class, the model will predict the first class as a 
result. This model has high parallelism and scalabil-
ity. 

All implemented models are developed using Java 
8 with Apache Spark MLlib algorithms[5].  

SVM is configured to use stochastic gradient de-
scent with 500 iterations and different seed values, 
that optimize model training. L1 an L2 regularization 
method is used to prevent overfitting of model. 

Decision tree has a lot of parameters to configure. 
In our experiments we use two impurity measures 
for classification: Gini impurity and entropy. Maxi-
mum depth of decision tree is 30. 

Random forest also has a lot of parameters and 
most of them are equal to decision tree model, so 
we use the same values for them. We configure 
200 trees and different seeds for tree generation 
algorithm. 
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4. RESULTS OF EXERIMENTS 

We performed several experiments using two 
classes of biomedical images. Images were split by 
experts to groups according to the information they 
describe: healthy (14 images) and diseased kidney 
(15 images). Calculation of divergence is not sym-
metric operation, so for two images we calculated 
divergence vectors twice. We calculated Renyi 
divergence vectors for each pair from the group. 
For each class of images around 200 feature vec-
tors were obtained. Then one group was marked as 
1, and the other as 0.  

Renyi divergence was calculated for α={0.25, 0.5, 
1, 2} in grayscale palette. Each image was parti-
tioned into cells with size 100x100 pixels for prob-
ability distribution calculation. For each cell we cal-
culated measure as the sum of pixels intensity di-
vided by the sum of intensities for whole image. 
Multifractal transforms were calculated with power 
from 1 to 10, which means that each divergency 
vector has the size 10. 
 

    

(a) (b) 

Fig. 1. Examples of kidney images where (a) is healthy image 
and (b) with disease 

We got 4 groups of vectors and then performed 
models calculation for each group of vectors ac-
cording to α values. Then we combined all vectors 
for healthy kidneys and did the same for kidneys 
with diseases, and train models over these two big 
datasets. 

Before running dataset (union of positive and nega-
tive vectors) over each classifier, dataset was di-
vided in two parts: 70% of dataset was used for 
training model and 30% for testing of the trained 
model. 

4.1. SVM 

Main estimation for SVM classification model is 
area under ROC-curve. Seed value is used for SGD 
optimization, so that we could obtain same results 
on the same dataset.  

 

Seed 
value / α 

0.25 0.5 1 2 All 

64 0.5 0.5 0.9 0.84 0.68 

97 0.5 0.5 0.88 0.84 0.71 

34 0.5 0.5 0.9 0.85 0.71 

Table 1. SVM classification results for L1 regularization 
 

Seed 
value / α 

0.25 0.5 1 2 All 

52 0.74 0.67 0.81 0.76 0.67 

68 0.86 0.85 0.91 0.88 0.71 

38 0.84 0.71 0.87 0.84 0.69 

Table 2. SVM classification results for L2 regularization 

As we can see from results above L2 regularization 
provides better classification results. Sparsity refers 
to that only very few entries in a matrix (or vector) is 
non-zero. L1-norm has produces many coefficients 
with zero values or very small values with few large 
coefficients, that can provide worse result. 

4.2. Decision tree 

Quality of the decision tree model can be measured 
by the frequency of an error which occurs in classi-
fication of model. It is calculated as a number of 
negative predicted test vectors divided by a total 
number of test vectors. 
 

α=0.25 α=0.5 α=1 α=2 All 

0.2 0.09 0.26 0.27 0.23 

0.19 0.10 0.24 0.26 0.23 

0.18 0.15 0.29 0.31 0.24 

Table 3. Decision tree classification results for Gini impurity 

 

α=0.25 α=0.5 α=1 α=2 All 

0.23 0.12 0.18 0.2 0.26 

0.19 0.13 0.17 0.21 0.24 

0.19 0.07 0.19 0.24 0.24 

Table 4. Decision tree classification results for entropy  
impurity 

Classification results can be improved with better α 
values. In general the both impurity measures pro-
vide the same averaged result. 

4.3. Random forest 

Quality of the random forest model can be esti-
mated by the same way as for decision tree. To 
improve classification accuracy over a single deci-
sion tree, the individual trees in a random forest 
need to differ. This difference is achieved by intro-
ducing randomness in the generation of the trees. 
The randomness is influenced by the seed, and 
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what is the most important is that using the same 
seed should always generate the same result. 
 

Seed 
value 

/ α 
0.25 0.5 1 2 All 

54 0.18 0.1 0.22 0.27 0.24 

57 0.24 0.08 0.22 0.18 0.23 

90 0.17 0.15 0.2 0.25 0.22 

Table 5. Random forest classification results for Gini  
impurity 

 
Seed 

value / 
α 

0.25 0.5 1 2 All 

94 0.19 0.11 0.18 0.22 0.22 

61 0.2 0.17 0.21 0.21 0.23 

70 0.18 0.09 0.16 0.22 0.22 

Table 6. Random forest classification results for entropy 
impurity 

As we can see, decision tree model classification 
results could be improved with better selection of α 
values. But in average both measures provide the 
same averaged result. 

5. CONCLUSION 

There are a lot of parameters that we can tune in 
Renyi divergence calculation. We can increase the 
power of multifractal transform, select α from widely 
range for specific images and change cell size for 

probability distribution calculation. Parameters tun-
ing depends on the class of images and is perfor-
med empirically.  

Experiments showed that SVM model has better re-
sults in classification divergence vectors for α={1, 
2}. For α={0.25, 0.5} decision tree and random for-
est have better classification, but for union of all 
feature vectors obtained for α={0.25, 0.5, 1, 2} ran-
dom forest has better estimation of classification 
quality. 

Thus, using Renyi divergence provides good results 
in specified configuration for medical images, and in 
conjunction with other features may increase classi-
fication models output quality.      
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Abstract 

One of the major issues in processing large amounts of video information is the detection of certain objects or events that interest us. 
Monitoring by a human operator the video streaming information does not always lead to good results. This problem can be solved 
by using neural networks for video recognition. 

This paper describes an opportunity for objects recognition by using the neural network and Closed Circuit TeleVision (CCTV) in 
industry, disasters, household and medicine. А block diagram for images recognizing using a neural network and operation algorithm 
are proposed. Forest fire detection is performed and the obtained results are presented. 

Keywords – CCTV, objects to recognition, neural network 

 
 
1. INTRODUCTION 

The video surveillance systems are very often used 
in practice. Monitoring by a human operator sys-
tems are not as effective as automated systems. 
Automated systems recognise better very small, 
unclear or emerging objects. 

Neural networks are widely used for object recogni-
tion [1], [2]. Their adaptability, noise resistance and 
efficiency make them preferable in a wide area of 
applications such as face recognition, digits recog-
nition, object classification, etc. 

This paper describes an opportunity for objects 
recognition by using control system that consist of 
Closed Circuit TeleVision, neural network and sig-
nalling and control device. The system can be used 
in security, video surveillance, industry, medicine, 
and more. 
 

2. SYSTEM BLOCK DIAGRAM 

Figure 1 shows the system block diagram. The 
each element choice is important and can affect the 
performance of the entire system. 

The video camera selection is most often done 
based on its resolution. This parameter specifies 
the ability to capture tiny details that may have a 
crucial impact in object recognition. The image high 
resolution should be kept also when records one, 
otherwise the camera advantage may be lost. In 
other words to create a high-quality database, the 
compression method for image recording is no less 
important than the resolution of the camera. 

The type of neural network, the number of neurons 
in its layers, and the learning algorithm that is used 
are important elements in its selection and have a 
direct impact on the learning quality. 

 

Figure 1. System block diagram 
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The signalling and control device configuration is 
last but not least by importance. Its choice have an 
impact on the timely signalling and the adequate 
system control. 

The algorithm (fig. 2) starts with database creating. 
The database includes positive (fig. 3) and nega-
tives objects. The two categories are described in 
separate files. The next step is a vector file creating 
[3], [4], [5]. 

 

 
 

Figure 2. Object recognition algorithm 
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Figure 3. Data base of positive objects 

 
3. OBJECT RECOGNITION ALGORITHM 

For some applications preliminary image process-
ing is needed. The most appropriate preliminary 
image processing is selected experimentally by the 
lowest neural network learning error.  

The extracted image characteristics are passed at 
the neural network input, then the neural network is 
trained. The most commonly used criterion for stop 
neural network training is the least square error. 
The training of the neural network continues until 
the error value e is not reached. 

Once the neural network is trained, the recognition 
phase follows. The captured film is fed to the neural 
network. By means of the Fn constant the frames 
are fed one by one on the neural network. Each 
frame is checked for the presence of the object that 
is searched. When the object is detected, the sys-
tem for signalling and control is activated. After this 
recognition process continues with the next frames. 
When the last frame N is reached recognition proc-
ess stops. 

On figure 4 and figure 5 are  shown a correct rec-
ognized object and few false recognized objects. It 
can be seen that false object recognition occurs in 
areas of sharp change in brightness. The number of 
false recognized objects decreases with data base 
increasing. Not only the number is important, but 
also the type of the samples. They have to be cho-
sen so that to train the neural network of all possi-
ble variants of the object. The choice of the sam-
ples in the negative database is also important too. 
Some of them should contain details of the sur-
rounding environment of the positive ones.  The 
right choice of the system components, the proper 
database selection, and the correct implementation 
of the neural network training algorithm ensure 
object recognition without false recognized objects 
(fig. 6). 

 

 
Figure 4. Fire recognition with a correct recognized object  

and few false recognized objects 

 
Figure 5. Fire recognition with a correct recognized object  

and few false recognized objects 

 

 
Figure 6. Fire recognition without false recognized objects 

 
4. CONCLUSION 

A control system using objects recognition is de-
scribe in this paper. It consist of Closed Circuit 
TeleVision, neural network and signalling and con-
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trol device. А block diagram of the system and op-
eration algorithm are proposed. The requirements 
of the system components choice, the database 
selection, and the neural network training algorithm 
are considered. 

This system can be used in wide area of applica-
tion: security, video surveillance, industry, medicine, 
and more.  
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Abstract 

The existence of audio and visual sensors in the intelligent robots, is the real challenge to develop audiovisual models and algo-
rithms for human control of mobile robot motion with recognition of voice and gesture commands. There are a lot of developments in 
this area of researches. Usually they consider separately only audio or only visual information from human voice or gesture com-
mands to control mobile robots motion, but the precision is not sufficient. Therefore, the goal of the article is to extend this precision 
applying together the recognized voice and gesture commands with the proposed model and algorithm for human mobile robots 
motion control. The results for achieved precision in the mobile robots motion control, using together the recognized human voice 
and gesture commands, are presented and demonstrated from carried out a lot of experiments. 
 

 
1. INTRODUCTION 

There exists two types of interactions between mo-
bile robot and human. They can be considering se-
parately or in combinations:  

– mobile robot follow human movement, 
voice or gestures [1];  

– human commands send to control mobile 
robot motion [2, 3]. 

This paper considering the second type of interac-
tions between mobile robot and human. This task 
can be solved using different methods, but in all of 
them is necessary to take in account the existing 
and mounted sensors [4] on the mobile robot plat-
form like tactile, ultrasound, GPS, sound, image, 
wheel sensors, etc. Only the sound and image sen-
sors are useful in the special cases of human mo-
bile robot interactions and there are a lot of devel-
opments in this area of researches [5]. Most of 
them consider separately only audio or only visual 
information from human voice [6] or gesture com-
mands [7] to control mobile robots motion, but the 
precision is not sufficient. In this article the goal is to 
increase this precision applying and analysing to-
gether the recognized audio and visual information 
in human voice and gesture commands. To do this 
it is proposed a suitable model and corresponding 
algorithm for mobile robots motion control. The 
experiments, to test the proposed model and algo-
rithm, are carried out using the mounted on for mo-
bile robot, the embedded IoT module myRIO [8] 
and with connected to it sound and image sensors, 

i.e. microphone and camera. The programmer code 
for realizing the proposed model and algorithm is 
developed using visual programming language 
LabView [9], which is compatible and can be em-
bedded in myRIO module.  

The achieved precision in the experiments of hu-
man mobile robots motion control is presented us-
ing together both the recognized human voice and 
gesture commands and is compared with the preci-
sion achieved in the cases of  using separately only 
voice of only gesture commands for mobile robot 
motion control. 
 
2.  THE PROPOSED AUDIO-VISUAL MODEL  

FOR HUMAN CONTROL OF MOBILE ROBOT 
MOTION  

 
The general view of the proposed audio-visual 
model for human control of mobile robot motion with 
combined recognition of voice and gesture com-
mands is presented on Figure 1. Audio-visual in-
formation for voice and gestures commands is re-
ceived from Microphone and Camera mounted on 
the Mobile Robot Platform.  

The main parts in the proposed audio-visual model 
are the Voice and Gesture Command Recognition 
blocks.  

The recognized voice and gesture commands are 
transformed in the next Voice and Gesture Com-
mands Combined Interpretation block as correspon-
ding motor control signals. Then, from these sig-
nals, the next Mobile Robot Motor Control block 
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prepare the necessary execution signals from each 
of the motors on the wheels of the Mobile Robot 
Moving Platform, shown on Figure 1. 
 

 

Figure 1. General audio-visual model for human control  
of mobile robot motion 

  
3.  DEVELOPMENT OF ALGORITHM  

FOR AUDIO-VISUAL HUMAN CONTROL  
OF MOBILE ROBOT MOTION  

The developed algorithm for audio-visual human 
control of mobile robot motion is presented as audio 
(Figure 2), video (Figure 3) parts and its combina-
tion (Figure 4). Usually the voice only recognition 
part of algorithm, shown on Figure 2, is started first, 
because the voice human interaction with mobile 
robot is more natural and more common used. 

After definition of initial or current mobile robot po-
sition is necessary to check the voice existence for 
activate the voice recognition. When the voice com-
mand recognition is correct, mobile robot do move-
ment, according to recognized voice command. 

If the recognition of voice command is not correct, 
mobile robot do not movement, increasing the col-
lected number of voice error by one. In this case the 
algorithm can go to wait for new voice command or, 
depending to human decision, go to try the algo-
rithm for recognition of the same not recognized 
voice command, but as a gesture command.  

  

Start voice control

Initial or current robot 

position

Correct voice 

command ?

Voice ?

No

Yes

Voice recognition

Motion execution

Yes

No

Voice Errors Collect

Go to gesture control 
 

Figure 2. Algorithm for voice only human control of mobile 
robot motion 

The algorithm for gesture only commands recogni-
tion (Figure 3) is similar, except that in the case, 
when the recognition of gesture command is not 
correct, the algorithm can go to wait for new gesture 
command or, depending to human decision, go to 
try the algorithm for combined voice and gesture 
human control of mobile robot motion. 

The algorithm for combined voice and gesture hu-
man control of mobile robot motion is presented on 
Figure 4. In this algorithm are carried out at the 
same time the voice and gesture commands recog-
nition and if some of them is not correct recognized, 
then it can go to wait for new not recognized, but as 
the opposite, gesture or voice command. 

Also, if the voice and gesture commands are cor-
rectly recognized, they are checked for matching. If 
the matching fail, then the collected number of 
combined voice and gesture error is increased by 
one, mobile robot do not movement and algorithm 
go to wait for other voice or/and gesture com-
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mands. In the case, when the matching of the voice 
and gesture commands is successful, then mobile 
robot do movement, according to the recognized 
voice and gesture commands or the algorithm is 
ending, if there is a recognized voice and gesture 
stop commands, or if it is the time to stop motion of 
mobile robot, depending to human decision. 
 

Start gesture control

Initial or current robot 

position

Correct gesture 

command ?

Gesture 

?

No

Yes

Gesture recognition

Motion execution

Yes

No

Gesture Errors Collect

Go to combined voice 

gesture control
 

Figure 3. Algorithm for gesture only human control of mobile 
robot motion 

 
4. EXPERIMENTAL RESULTS  

In the experiments are defined different, but with 
the constant number NS of moving steps (for exam-
ple NS=60), tasks for mobile robot to follow the pre-
defined trajectories of motion. The number of col-
lected and averaged errors for voice only ENV, ges-
ture only ENG and combined voice and gesture 
ENVG commands are shown on Table 1. In accor-
dance with the collected errors, in Table 1 are pre-
sented also the determined in percentage average 
precision of human mobile robots motion control 

using only voice recognized, or only gesture recog-
nized commands, or together recognized voice and 
gesture commands. 

Table 1.  Determined average numbers  
of error and precision 

Tests Errors Precision,% 

Voice only ENV =12 82 

Gesture only ENG =16 78 

Combined voice 
and gesture 

ENVG =9 93 

 
 

 

Figure 4. Algorithm for combined voice and gesture human 
control of mobile robot motion 
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5. CONCLUSION 

As the conclusion the results, summarized in Table 
1, can be are analysed in the following comparative 
way:  

– there exists relationship between the col-
lected and averaged recognition errors and 
the  precision of human mobile robots mo-
tion control; 

– the precision of human mobile robot motion 
control with voice only commands recogni-
tion is greater than the precision of the con-
trol with gesture only commands recogni-
tion, may be because the gesture recogni-
tion is more difficult to realize and is the 
source of more erroneous recognitions of 
gestures; 

– the precision of human mobile robot motion 
control with combined voice and gesture 
commands recognition is superior than the 
precision of both voice only and gesture 
only commands recognition. 
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Abstract 

This paper presents a comparative analysis which integrates the field of view (FOV) characteristics of several sensors currently 
popular on the market. We use thermopile-type thermal sensors which detect the infrared radiations from the human body and then 
convert them to signal. In order for the temperature to be calculated correctly, in-depth knowledge of the sensor characteristics is 
necessary. This allows the creation of suitable systems for various biomedical applications such as diseases detection, controlling of 
physiotherapy processes, etc.  

 

 
1. INTRODUCTION 

Measurement of temperature has been of interest 
to mankind since antiquity. The beginning of mod-
ern understanding of temperature measurement is 
considered the end of the 16th century. Then Gali-
leo, the first temperature-measuring device, was 
created based on the idea of expanding and 
shrinking gases. An important step in the develop-
ment of temperature measurement methods is the 
introduction of the first temperature scale by Fahr-
enheit in the early 18th century. In the middle of 
the 18th century, Celsius offers a decimal tempera-
ture scale. In the early 19th century, Lord Kelvin 
offers a universal absolute thermodynamic tem-
perature scale that has become the standard in 
today's temperature measurement [1]. 

The reasons for the tremendous interest in meas-
uring temperature develop in several major lines. 

To ensure high-performance industry, one of the 
measured quantities characterizing the processes 
and condition of the equipment is the temperature. 
This is an important feature of almost every pro-
duction process that determines the variety of 
methods and tools used [2]. 

One of the most important factors for determining a 
person's health is their body temperature [3-6]. 
Body temperature is a magnitude characteristic of 
the degree of heat that is determined by the inter-
nal kinetic energy of the thermal movement of the 
molecules. Therefore, temperature can be regard-

ed as a conditional statistical magnitude, propor-
tional to the average kinetic energy of body mole-
cules [3]. 

Therefore, it is extremely important to know what 
the measured temperature depends on, in what 
limits it varies. Of course, the methods of meas-
urement are varied. In order to accurately measure 
temperature in a particular setting, it is necessary 
to properly build its corresponding measurement 
system, taking into account all (as far as possible) 
influencing factors. 

This paper examines a small part of the tempera-
ture measurement techniques used in diagnostic 
and therapeutic systems [7-10].  

The use of non-contact sensors also increases due 
to the ban on the use of mercury thermometers in 
the countries of the European Union. 
 
2. THEORETICAL BACKGROUND 

It is well known that the temperature measurement 
methods are divided into two basic groups: contact 
and non-contact. In contact methods, the ex-
change of energy between the medium and the 
thermometer is based on thermal conductivity, and 
on non-contact – heat radiation. 

There are three basic physical principles used in 
temperature measurements [1]: 

l. Determination of the temperature by measuring 
some of the physical characteristics depending on 
it; 2. By measuring some temperature-dependent 
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physical characteristics of thermometric bodies 
placed in the environment and receiving their te
perature by heat exchange; 3. Measurement of 
heat radiation of heated bodies. This method is 
used to measure the temperature of the different 
surfaces.  

Here we will mainly concentrate on the third met
od [8-10]. Clearly, the final results should be co
parable and usable with previous research by other 
authors. That is why we will use the international 
temperature scale (ITS). It is a practical 
of the theoretical thermodynamic scale adopted in 
the middle of the 20th century with the most acc
rate approximation. The thermodynamic scale 
starts from absolute zero. It coincides with the 
scale of a gas thermometer filled with ideal gas 
that is calibrated at the triple point of the water [1].

ITS has undergone several adjustments and uses 
multiple reference points that are reproducible with 
high enough accuracy. 

The interpolation between the reference points of 
the temperature scale is calculated on the basis of 
formulas illustrating the ratio of temperature to 
standard thermometer readings. Various thermo
eters are used in different areas of the temperature 
scale. 

The practical application of the thermopile for non
contact temperature measurement is increased. 
This is an electronic device that converts thermal 
energy into electrical energy. It is composed of 
several thermocouples connected usually in series 
or, less commonly, in parallel [2, 9, 11

Ideally the output from the thermocouple
be a voltage that is directly proportional to the te
perature difference across the thermal resistance 
layer and also to the heat flux through the thermal 
resistance layer. Adding more thermocouple pairs 
in series and making a thermopile increas
magnitude of the voltage output. The output of a 
thermopile is usually in the range of tens or hu
dreds of millivolts [9]. 
 
3. GENERAL SET-UP 

We will take a look at the basic ideas for using 
thermopile sensors for biomedical purposes. Nat
rally, we start with the idea of static observation of 
the object. 

It is important to note that we will assume that we 
are considering the simplest form of energy tran
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used to measure the temperature of the different 
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resistance layer. Adding more thermocouple pairs 
in series and making a thermopile increases the 
magnitude of the voltage output. The output of a 
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We will take a look at the basic ideas for using 
thermopile sensors for biomedical purposes. Natu-

start with the idea of static observation of 

It is important to note that we will assume that we 
are considering the simplest form of energy trans-

fer between the object and the sensor. That is, the 
energy spreads in the so-called viewing angle.
approximation is possible due to the relatively 
small distances between the object and the sensor. 
They are in the order of centimeters.

 

Figure 1. General set
(1-sensor, 2-FOV, 3

For this reason, we do not use 
elements and we do not calculate MTF [14].

However, we note that in the viewing angle the 
distribution is not uniform. This distribution is given 
by many manufacturers in the relevant company 
documentation. Here we will look at data from
such sensors. 

In the following figures (Fig.2 
the dependence of the normalized voltage received 
by the sensor on the angle of the four different 
sensors available on the market at the moment. 
We use sensors as follows 
TMP007, d-MLX90616 [15

In order to effectively use these catalog data, we 
have processed them as a set of discrete numer
cal values U(θ). 

 

a 

b 
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fer between the object and the sensor. That is, the 
called viewing angle. This 

approximation is possible due to the relatively 
small distances between the object and the sensor. 
They are in the order of centimeters. 

set-up for observation  
FOV, 3-sensed area) 

For this reason, we do not use additional optical 
elements and we do not calculate MTF [14]. 

However, we note that in the viewing angle the 
distribution is not uniform. This distribution is given 
by many manufacturers in the relevant company 
documentation. Here we will look at data from four 

In the following figures (Fig.2 – a,b,c,d), we present 
the dependence of the normalized voltage received 
by the sensor on the angle of the four different 
sensors available on the market at the moment. 
We use sensors as follows – a-TP339, b-TS318, c-

MLX90616 [15-18]. 

In order to effectively use these catalog data, we 
have processed them as a set of discrete numeri-
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c 

d 

Figure 2. Approximated data for FOV for different sensors, x 
axis is the angle θ in degrees, and the axis is the normalised 

output. The sensors are a-TP339, b-TS318, c
d-MLX90616 

The difference in the viewing angle is essential if 
we try to receive 2-dimensional results based on 
the xy sensor movement. Then, in a non
ject, it is necessary to consider the distance b
tween position 1 and 3 in Fig.1 [19]. Such scenar
os can be used with the simultaneous application 
of physiotherapy and temperature contr
course, two-dimensional imaging can be used with 
a multi-point sensor and a suitable optic. In this 
case we have no possibility to add a second di
tance correction sensor. The main issues with 
single sensor systems are lower data acquisition 
speed (compared to array) and problems of a m
chanical nature. 
 
4. NUMERICAL EXPERIMENTS 

Again, we will look at the layout of Figure 1. We 
use the classical approach for deriving solid angle 
with integration of unit surface element in spherical 
coordinates [19] 

After integration we derive  

It should be noted that the observed area presen
ed on Fig.1 as pos.3 is relatively small. 

 

 

 

Approximated data for FOV for different sensors, x 
axis is the angle θ in degrees, and the axis is the normalised 

TS318, c-TMP007,  

The difference in the viewing angle is essential if 
sional results based on 

the xy sensor movement. Then, in a non-flat ob-
ject, it is necessary to consider the distance be-
tween position 1 and 3 in Fig.1 [19]. Such scenari-
os can be used with the simultaneous application 
of physiotherapy and temperature control. Of 

dimensional imaging can be used with 
point sensor and a suitable optic. In this 

case we have no possibility to add a second dis-
tance correction sensor. The main issues with 
single sensor systems are lower data acquisition 

compared to array) and problems of a me-

Again, we will look at the layout of Figure 1. We 
use the classical approach for deriving solid angle 
with integration of unit surface element in spherical 

 .      (1) 

 .    (2) 

It should be noted that the observed area present-
ed on Fig.1 as pos.3 is relatively small.  

We now calculate the normalized integral energy 
for the four sensors in question. We use 
from the guidelines by integrating (2) numerically 
for different angles 

As a point of focus, the relationship between int
gration for the different sensors and an idealized 
sensor without angular dependence

The results are presented graphically in Figures 
3-a and 3-b. 

 

a 

b 
 

Figure 3. Results from numerical integration, 
a – x axis is the angle θ in degrees, 
angle Ω in steradians (lines without marks 

curves with diamond marks – MLX90616; curves with triangle 
marks – TS318; curves with circle marks 

with square marks 
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We now calculate the normalized integral energy 
for the four sensors in question. We use the data 
from the guidelines by integrating (2) numerically 

                         (3) 

As a point of focus, the relationship between inte-
gration for the different sensors and an idealized 
sensor without angular dependence is of interest. 

The results are presented graphically in Figures  

 
 

 
 

 
Results from numerical integration,  

x axis is the angle θ in degrees, b – x axis is the solid 
angle Ω in steradians (lines without marks – ideal sensor; 

MLX90616; curves with triangle 
TS318; curves with circle marks – TMP007; curves 

with square marks – TP339;) 
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5. CONCLUSION 
 
When measuring body temperature in areas with a 
shape other than the plane, it makes sense to ad-
just the data from infrared sensors. Nowadays, this 
can be achieved relatively cheaply with mechanical 
scanning and addition of a second distance sen-
sor. The work may have biomedical applications, 
such as skin temperature control in hand-held laser 
therapy and more. 
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Abstract 

The present work explores a number of modern methods for the processing of acoustic signals with a large dynamic range. As it is 
known, a number of difficulties arise in recording and analyzing them. Therefore, a specialized platform and a measuring microphone 
with the required features are used. The actual processing is performed in Matlab environment. Examples of seemingly highly differ-
ent areas are considered: acoustics on the battlefield, musical acoustics - studying the bell ringing and archaeoacoustics - study of 
sacred Thracian sites on the territory of the Republic of Bulgaria. 

The methods of Fourier analysis and Wavelet analysis were used. For the visualization of the scalograms, a method of transforming 
them through the conformal method, described in an earlier work by two of the co-authors is proposed. 

It should be emphasized, that an analogy has been made in the mathematical description of the acoustic and electromagnetic 
waves, and that the proposed methods could also be used for the study of electromagnetic tasks in the two-dimensional field. 

The results can be used in various areas of acoustics, electrodynamics, image processing in medical diagnostics, systems of detec-
tion and localization of terrorists, tactical firing systems on the battlefield, etc. 
 

 
1. INTRODUCTION 

There are a great number of sources of sound (in-
cluding ultrasound and infrasound). The human 
hearing is not sensible for ultrasound and infra-
sound (too less or very high frequencies). 

On the other hand the dynamic range of some 
sound sources exceeds the human hearing harm-
less limit of 120 dB. For example, a bell ringing and 
gunfire of machine gun have the similar characteris-
tics in acoustic sense. These characteristics require 
the use of special measuring and analyzing equip-
ment as well as appropriate microphones. 

Combination of the acoustic equipment with special 
software enables obtaining of visual representation 
of important characteristics of the sound sources 
both for military and civil applications [1,5]. 

For acoustic waves, soft (Dirichlet) or hard (Neu-
mann) boundary conditions are imposed on scatter-
ing objects located in a homogeneous non-viscous 
medium. The absence of viscosity is justified for a 
fluid (such as air and water) in the linear approxima-
tion, [2]. 

The radiation and diffraction theory of acoustic wa-
ves is scalar, and it is simpler than the vector theory 
of electromagnetic waves. Because of this, we in-
vestigate acoustic problems. The obtained results 
can be used in similar electromagnetic phenomena. 

This facilitates the study of electromagnetic prob-
lems. 

It is known that from a mathematical point of view, 
all two-dimensional diffraction problems have iden-
tical solutions for acoustic and electromagnetic 
waves, [2,3]. 
 
2.  SOME WAVE REPRESENTATIONS  

AND ANALOGIES IN THE HELMHOLTZ 
EQUATION AND MAXWELL EQUATIONS  

In [2] it is shown many analogies between acoustic 
and electromagnetic wave behavior that simplified 
electromagnetic vector theory calculations. 

In the linear approximation, the velocity potential � 
of harmonic acoustic waves satisfies the Helmholtz 
wave equation 

 ∇�� + ��� = �  (1) 
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Here � = ��
	 = 


�  is the wave number, � the wave-

length, 	the angular frequency, � the speed of 
sound, and � the source intensity characteristic. 
The time dependence is assumed to be harmonic 

���
�. 
The following analytic expressions for velocity po-

tential determined acoustic pressure � and the 
velocity � of fluid particles, caused by sound waves 

� = −� ��
�� , �� = ∇�  (2) 

where, � - mass density of a fluid. 

The power flux density equals  

			��� = ��� = �∇�   (3) 

It is the analog of the Poynting vector for electro-
magnetic waves. Its value averaged over the period 
of oscillations Т equals 

���� = !
�Re$�

∗��&.        (4) 

In scattering problems, the quantity � plays the role 

of electric field intensity E��� or magnetic field H���, de-
pending on the polarization of electromagnetic wa-
ves intensity. Their power flux density, or the Poyn-
ting vector, is defined as 

P��� = E��� × H��� = !
�Re+E��� × H���∗,. 

Therefore the acoustic problems can be expressed 
with scalar Helmholtz equation, as well as Maxwell 
equations – electromagnetic case. In two-dimensio-
nal case the lasts can be written in the form as two 

independent equations for electric field intensity E��� 
and magnetic field H��� with the following formulas, [3] 

∇�E��� + ��E��� = 0 

∇�H��� + ��H��� = 0. 

3. SOME CHARACTERISTICS OF THE SOUND 

Below we show three of the most important charac-
teristics: damping of the sound, its spectrum and 
scalogram. For example it will regard sound record 
from unique bronze bell from XIII century 1211-
1216 year, tower-belfry on the metropolitan church 
of St. Nicholas, Melnik, [1]. One of situations that 
illustrate the problems in acoustic propagation sce-
nario is shown in Fig. 1.  

 

Figure 1. Measuring microphone toward XIII century  
bell disposition. 

Here is represented the experimental setup with the 
two unique bronze bell in the museum hall of the 
National Historical Museum in Sofia, [6]. It can be 
seen the position of measuring microphone 4193 
Brüel&Kjær, [9] and the distances. 

– damping of the sound – the change of the 
dynamic range is shown on fig. 2,3; 

– spectrum – shows the distribution of the 
frequencies. 

 

 
 

 

Figure 2. One waveform of Bulgarian bell stroke (XIII cent.), 
on the second it is separated only one bell ring (the eight), 

where ./012. = 456Hz, 7/012 = 458 

The calculations was produced in MatLab where 
signal’s power spectral density (PSD) was analyzed 
with the nonparametric method of Discrete Fourier 
Transform by Fast Fourier Transform algorithm 
(FFT). 
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Figure 3. The front and the tail of signal from one bell ring,  
the eight one fig. 2. 

For above example it can be note that the bell is a 
complicated sound source with a very wide fre-
quency range and a unique dynamic range of the 
transmitted signal. Its spectrum consist many par-
tials. The biggest spectral components are seen in 
Table 1. 

Table 1. The biggest spectral components  
of the bell “Melnik 1220AD” 

Number Frequency, (Hz) Magnitude, (dB) 

1 635,6Hz -25,59 

2 755,3 -21,67 

3 981,4 -22,27 

4 1374,8 -23,46 

5 1813,6Hz -23,68 

6 1841,5Hz -24,03 

7 2306,5Hz -25,41 

8 2479,2Hz -26,13 

– scalogram – continuous wavelet transform 
(CWT). 

Starting with Haar's functions and today Daube-
chies and other families of wavelets [4] this time-
scale analysis become very useful tool in advanced 
digital signal processing. 

More precisely, suppose that 9 ∈ ℝ<, = ∈ ℝ, or 
$9, =& determine one point in right-half plane, then 
the continuous wavelet transform (CWT) of a con-
tinuous, square-integrable function is expressed by: 

CWTA$9, =& 	= 	 〈f$t&,ψ�,E	f$t&〉 =	 
!
√� 	H f$t&ψ	∗ IJ�E� K dtM

�M ,  (5) 

where 〈, 〉 denotes the inner product. 

The wavelet transform of a one-dimensional signal 
is a two-dimensional time-scale joint representation, 
[7]. 

We turn our attention to the scalograms. Especially, 
to change their rectangular shape to another one - 
this will be more convenient for further investiga-
tions, see [5]. If we make known conformal map-
ping, the rectangular graph will be transformed to a 
circular graph. 
 

 
 

 

Figure 4. The log magnitude spectra of signal the Bulgarian 

bell ring, N=1,...,2500OP and N=1,...,20000OP. 

4.  EXAMPLES OF EXPERIMENTS  
AND SCALOGRAM TRANSFORMATIONS 

The battlefield is a disorienting place and it is very 
hard to identify where enemy is located. Acoustic 
sensors are very convenient in this situation.  

The data from the training range, collected during 
the tactical exercises, were exported from PULSE 
platform as mat files (or ASCII files), to be proc-
essed in MATLAB®. The signals, captured from the 
microphone, are analyzed in time-frequency domain 
and time-scale domain [5,6]. 

In figure 5 we show example for two 14.5mm-
caliber KPVT waveforms, where KPVT is an abbre-
viation for “Krupnokaliberniy Pulemyot Vladimirova 
Tankoviy” Russian, i.e. large-caliber tank machine 
gun. 

Figure 5 shows a typical acoustic signal waveform 
of KPVT machine gun shots, recorded from the 
exercise area and exported to MatLab. The corre-
sponding calculated scalograms, or CWT, are illus-
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trated on Figure 6, where scale parameter a = 
1,...,64. The scalograms, transformed into circular 
ring (sound print) are shown on Figure 7. 

 

 
Figure 5. Waveforms from large-caliber tank machine-gun, 

14,5 mm KPVT 

 
 

 

Figure 6. Calculated scalograms for 14,5 mm KPVT  
waveforms correspondingly to fig. 5., a=1,...,64,  

Daubechies db3. 

Figure 7. Calculated scalogram transformations (sound prints) 
for 14,5 mm KPVT correspondingly to fig. 5 and 6, a=1,...,64, 

Daubechies db3. 

 

Figure 8 shows an experiment in the chamber of 
the Thracian tomb in Sveshtari, where the world-
famous Bulgarian musician Theodosii Spassov 
participated. Figure 9 shows the spectral compo-
nents. Preliminary analyzes of the acoustic studies 
of this and other sacred Thracian sites show that 
despite the small volume of the rooms, they have 
very good parameters in the reproduction of low 
frequencies (in the range of 100 and below 100 Hz). 
According to some scientists who works on project 
“Thracians - genesis and development of ethnicity, 
cultural identities, interactions and civilizational 
heritage of antiquity”, [8] this is due to the fact that 
rituals have been performed in these rooms exclu-
sively by men whose voices are known to be lo-
cated in the low-frequency sound range. The inter-
pretation and analysis of raw data is continued. 

 

 

Figure 8. Record of kaval- ancient Bulgarian flute “in situ” in 
Thracian Tomb near the village of Sveshtari (Ginina mound). 

 

Figure 9. Spectral components of the flute in current time 

 

5. CONCLUSION-FUTURE RESEARCH 

It should be noted that the methods, used for ana-
lyzing and presenting acoustic results can very 
easily be adapted to analyze electromagnetic tasks. 
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As highlighted above, in the two-dimensional area 
the mathematical description of acoustic and elec-
tromagnetic wave is practically analogous (of 
course, taking into account the polarization of elec-
tromagnetic phenomena and boundary conditions). 

In the end, it is worth to remark that the scalogram 
conformal mapping gives better visualization of the 
special features of the acoustic signal. The confor-
mal transform gives adaptation to the different 
scales and sound prints of different sound sources 
could be collected to create records in database 
which will facilitate the recognition of the unknown 
records. 
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Abstract 

Autonomous systems and networks, together with ongoing communication between devices in it, are becoming an integral part of 
the current industry. The development of networks and systems is based on the innovative solutions that allow efficient processing of 
data from end-points at any place and reliable transmission of it to any device in the world connected to the Internet. And Internet of 
Things (IoT) plays a key role in this, as it allows to create a communication environment, in which various technologies, devices and 
sensors, can communicate with one another. However, this is very complicated and challenging to guarantee that different systems 
will properly communicate with each other and the interoperability between different areas will be achieved. Moreover, the use of 
Internet of Things doesn’t guarantee, that environmental sustainability, flexibility, efficiency, reliability and resilience in all industry 
areas will be ensured. One of the reasons for this is the connectivity in Internet of Things systems. Due to that, this paper will focus 
on the use of lightweight communication protocol - Message Queue Telemetry Transport (MQTT) – in various Internet of Things 
systems with the goal of characterizing the data delivery process in focus of it’s behavior by different MQTT Quality of Service (QoS) 
levels and impact to the resilience of communication in wireless networks. An approach for modeling the Internet of Things systems 
and MQTT-based publish/subscribe communication environment will be presented in this paper, as well as the investigations of data 
delivery process and it impact to the overall stability of the system performance. 
 
 
1. INTRODUCTION 

Every year, the number of devices connected to the 
Internet grows at a high rate, so the Internet of 
Things is expanding rapidly around the world [1]. At 
a present, the server/client architecture is mostly 
used for connection and communication between 
various IoT nodes on the network [2]. However, the 
rapidly growing number of IoT nodes becomes a 
challenge in current IoT systems, where millions of 
different devices are involved. Even more, when the 
number of devices will exceed the billions, the cen-
tralization in the communication way will turn into a 
bottleneck [3]. In this case, the decentralized com-
munication with a possibility to have a broker be-
tween the communication parts becomes more 
sufficient solution in large scale Internet of Things 
systems. The insertion of the broker into the IoT 
architecture and the change of all communication 
process breaks all end-to-end communication prin-
ciples and changes the networking in Internet of 
Things systems. Message Queue Telemetry Trans-
port (MQTT) protocol allows to create an architectu-
re with a publish-subscribe communication method 
based on the TCP/IP protocol [4]. MQTT protocol 
has a high efficiency of a bandwidth, thus helps to 

reduce the resources of IoT equipment on the net-
work. Data receivers can easily understand the data 
they receive, even without knowing who was the 
sender in such MQTT-based publish-subscribe 
architecture. The reason for this is the topic of data, 
subscribed by the receivers. In this case, the whole 
control of data transmission process goes to the 
hands of data receivers. In contrast to it, the sender 
has one-sided control of data transmission in the 
traditional server/ client architecture of the network. 
As already mentioned, since the MQTT protocol is 
based on topics, each client, who publishes the 
data to the MQTT broker must include a topic in the 
message that becomes the information for a data 
route from broker's side (Fig. 1).  

 

 

Figure 1. MQTT publish-subscribe architecture in IoT 
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MQTT broker is the main communication node of 
the network in charge of sending messages be-
tween sender and receiver. A client, who wants to 
receive data, must subscribe to the relevant topic, 
so that the broker can send a data from client-
publisher to the client-subscriber. For this reason, 
clients do not need to know each other, because 
they only interact on topics. If a publisher publishes 
a data on topic “something”, the data will be deliv-
ered to all subscribers, which requested such data 
with the topic “something”. Moreover, MQTT-based 
publish-subscribe communication way in the net-
work can help in discarding the unsolicited or illegal 
network traffic such as SPAM (undesired electronic 
messages) or denial of service (DoS) attacks, be-
cause receiver is the main, who decides what type 
of data to get from the sender.  

However, the use of broker and subscribe/publish 
communication model has also problematic issues 
related with the guarantee of a reliable and stable 
data delivery process in Internet of Things systems. 
The key (and still open) question is how to provide 
a resilient communication and ensure end-to-end 
reliability in IoT-based network, where the end 
nodes are separated and end-to-end communica-
tion is impossible. Due to this, the task of this paper 
was to investigate the influence of MQTT-based 
architecture on data delivery process in IoT system 
and analyze the impact of it to the resilience and 
overall stability of the such system performance.  

The paper is organized as follows. Section 2 de-
scribes the vulnerabilities of IoT system on the ba-
sis of MQTT publish/subscribe architecture. The 
details of authors’ created model for a smart house, 
based on interoperability between different Internet 
of Things systems, the investigations and results 
along with the insights for the resilience of Internet 
of Things systems, where communication is per-
formed on MQTT publish/subscribe method are 
presented in Section 3. Section 4 gives the conclu-
sions. 
 
2. BASIC CONCEPTS OF MQTT AND  
    VULNERABILITY OF IT BASED SYSTEM 

MQTT is mostly preferred in such networks, where 
connectivity between the network devices should be 
as simple as possible. In this case, it’s usedness is 
mostly desirable in IoT applications. This protocol 
was created on the top of TCP/IP with the ability to 
increase the reliability of the vulnerable wireless 
links.  

 

 

Figure 2. MQTT QoS levels [modified from [5]] 

The demand for a reliable delivery of a data from 
sender to receiver should be satisfied with the dif-
ferent levels of QoS (Quality of Service), as it is a 
part of MQTT specification. MQTT uses QoS0, 
QoS1 and QoS2 levels (see Figure 2). These levels 
should be implemented in the MQTT Broker’s side. 
However, it means that MQTT QoS can impact a 
higher resilience in MQTT broker, but it doesn’t 
mean a higher resilient in sender or receiver sides. 
Also, centralized MQTT broker can limit a scale of a 
connected devices on a network. The data delivery 
process in MQTT-based IoT systems can be affect-
ted of many disruptions, caused by a damage or 
failures in a publisher’s side, lost communication 
over a wireless link, delay or low bandwidth of a 
data transmission, subscriber can be overloaded 
with a received data due to too high data frequency 
on subscribed topics or cyber-attacks [6-8] and etc. 
Due to this, it is still an open question, how the dif-
ferent MQTT QoS levels can impact the data deliv-
ery in Internet of Things systems and the resilience 
of the whole system performance. 
 
3. SIMULATION OF DATA DELIVERY PROCESS   
    AND RESULTS  

In relation with the problems, described above, the 
authors created a model of a smart house, based 
on interoperability between different Internet of 
Things systems. The graphic structure of designed 
smart house is shown in the Figure 3. The detailed 
architecture of MQTT-based IoT systems in this 
house is presented in Figure 4. Communication 
between nodes in IoT systems was based on 
MQTT communication protocol. 
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Figure 3. Graphical view of designed smart house 

A network simulation tool Cisco Packet Tracer 7, 
CloudMQTT (as globally distributed MQTT broker) 

and open source Mosquitto software was used for 
the investigations. The authors investigated, how 
the different QoS levels (QoS0, QoS1 and QoS2) of 
MQTT protocol influence the data delivery process 
on Internet of Things system and what impact it has 
to the resilience and overall stability of the system 
performance. The investigations were done by 
sending data from a publisher to a subscriber using 
three different MQTT QoS levels. The results of 
these investigations are presented in Figures 5-7. 

 
a) Publisher 

 
b) Subscriber 

Figure 5. Data delivery process using MQTT QoS0 

At the beginning of the command (Fig. 5 a)) the 
Mosquitto certificate is assigned to the device that 
orders to receive information on the desired topic is 
entered as “mosquitto_sub", and the device, that 
sends the information as "mosquitto_pub". Other 
marks in the command:  

-h: CloudMQTT server located online; 
-p: the port number on server; 
-u: the login name; 
-P: the login password;  

-t: the title of the topic, according to which the 
sender can send data, and the recipient must sub-
scribe to the relevant topic in order to receive that 
data; 

-m: a message that can only be sent by the 
sender - in this case, mosquitto_pub (publisher) - 
and received only by those devices that are sub-
scribed to receive messages for relevant topics; 

-d: the function enables the ability to see the 
sending information; 

 
Figure 4. Detailed architecture of IoT systems in designed smart house 
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-q: quality of service (QoS). At the lowest level, it 
does not need to be specified, but to QoS1 or QoS2 
it should be specified. 

The Fig. 5 b) indicates, that the subscriber receives 
the data from MQTT broker according to require-
ments for the publishing and the message size is 
displayed as well.  

 
a) Publisher 

 
b) Subscriber 

Figure 6. Data delivery process using MQTT QoS1 

Figure 6 shows the differences on the data delivery 
process in comparison with MQTT QoS0. It could 
be seen, that different QoS level is specified as q1. 
Moreover, QoS1 gives one step to a confirmation, 
that the receiver received the data from MQTT bro-
ker (in contrast to QoS0). However, it doesn’t mean, 
that the data couldn’t be lost over the delivery proc-
ess. In contrast to it, if QoS2 level is used, the data 
cannot be lost, as it allows to have 3 steps to the 
confirmation of a received data (Fig. 7) or re-ask to 
send it again.  

Although QoS0 is the most unreliable, it can be 
used in cases where large data flows are sent and 
the communication between sender and receiver is 
very strong, but it is not important whether any part 
of the data can be lost. QoS1 can guarantee the 
confirmation of a received data, but it has no avoid-
ance of a data duplication. That means, if the re-
ceiver sends a "PUBACK" message not in time 
because of the increased device's delay, the MQTT 
broker may repeat the sending of the message, 

causing the receiver to receive too much unneces-
sary data. And this could affect the stability of the 
IoT system’s performance. 

 

 
a) Publisher 

 
b) Subscriber 

Figure 7. Data delivery process using MQTT QoS2 

The lack of QoS2 is different than QoS1 or QoS0. 
Since it ensures that data reaches the receiver and 
the whole communication process has a possibility 
to re-ask data from MQTT broker in several times 
more than in QoS1, the entire data will be sent 
much longer than using other levels of MQTT qua-
lity.  

Figure 8 shows the authors’ insights based on the 
results of the investigations for the resilience of 
Internet of Things systems, where communication is 
performed on MQTT publish/subscribe method.  

The higher QoS level is implemented in IoT end-
points, the more reliable delivery process will be 
achieved, since QoS0 does not receive any re-
sponse about receipt of the data, while QoS1 re-
ceives an answer that the data has successfully 
reached the recipient and QoS2 gives even more - 
the opportunity to retransmit the data. The function-
ing of Internet Things system is most reliable and 
resilient at MQTT QoS2 level, since this quality 
level not only ensures the reception of the data, but 
also its repetition, while at other QoS levels, devic-
es cannot guarantee that data will not be lost, what 
would affect the stability of the entire system’s per-
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formance, as the IoT devices may not perform the 
required functions. 

 
Figure 8. Impact to the resilience of MQTT-based IoT system 

 
4. CONCLUSIONS 

The reached results showed, that: 

1) the higher QoS level is implemented in IoT 
endpoints, the more reliable delivery process will be 
achieved. 

2) the functioning of Internet Things system is 
most reliable and stable at MQTT QoS2 level.  
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Abstract 

Low frequency and low intensities magnetic and electric fields are used in physiotherapy for a long time. But due to the fact that the 
action of these fields on living tissues is very complicated and at the moment insufficiently studied, nowadays there is no simple 
method to measure their curative effect. In practrice the natural way of investigations is the experimental one: to observe the state of 
a patient during curative sessions and collect statistical data. We propose to combine practical approach with the study of processes 
in external environment when low intensity magnetic fields act. With this purpose we calculate and visualize the trajectories of ions in 
electromagnetic field generated by a magnetotherapy device. Such an approach leads to obtaining a series of images that show 
trajectories depending of the choice of the parameters of the device. That results in visual representation of typical phase portraits 
generated by the applied mathematical model. Visual perception helps to compare the number of procedures, parameters of the 
used device and the changing of patient state, and thus to form an expert knowledge in this area. 

 
 
1. INTRODUCTION 

For better understanding of the problem of effects 
of low intensity magnetic field on living organism 
one may use mathematical and computer modeling. 
The most simple model is a distribution of intensi-
ties of magnetic field generated by a coil. This 
model is based on the superposition principle: in 
this case due to constant current value the induc-
tion and self-induction are supposed to be negligi-
ble quantities and the common magnetic field is the 
sum of the fields generated by the contours of a 
coil. For several coils the magnetic field is the sum 
over all the coils. What is important that we really 
perform calculation for non-uniform magnetic field, 
in other words for fields changing in the space. The 
case of different position of coils in 3D and visuali-
zation of the resulting field were considered in 
[1,3,4], where the results of calculation were applied 
to a special magnetotherapy device — “magneto-
bed” which is actively used in medical practice. 

The next step in the studying processes in an envi-
ronment when electromagnetic field acts is to con-
sider the model of the movement of charged parti-
cles (ions or cations) in this environment. In the first 
approximation we may use the model where an ion 
moves in accordance with the Newton second law, 
and the Lorentz force acts on it. The problem is to 
calculate and visualize the trajectories of different 
ions for given configuration of electric and magnetic 
fields.  

One may assume that the motion is in air environ-
ment. However practice shows that the action of 
magnetic field in mineral water improves the cura-
tive effect for patients with diabetes. To model the 
magnetic field distribution in mineral water we 
should use the magnetic permeability of this envi-
ronment in formulas for calculation of magnetic 
induction. But at the moment we do not know how 
the permeability depends on mineral water compo-
sition. So, to make the problem easier it was as-
sumed that the magnetic permeability of mineral 
water is approximately the same as of ordinary 
water, which is a natural assumption in the frame of 
given mathematical model. 

Thus, to model an ion motion we used the method 
of calculation of the magnetic field of a coil, which is 
described above. The field is calculated in the 
points of a space grid. We also approximated dif-
ferential equations of the ion movement by discrete 
ones by using a second order difference scheme. If 
a next point of trajectory is not in the grid of points 
for which values of magnetic field are calculated, a 
linear interpolation is performed to calculate the 
value of the field in the point. Various cases of con-
figuration of electrical and magnetic fields were 
modelled, in particular periodic effects of the fields. 
In this regime there are two cases — commensura-
ble and incommensurable frequencies. The most 
complex phase portraits were obtained for inc-
ommensurable ones. 
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It should be noted that the proposed difference 
scheme leads to the solving linear system by 
Cramer's method, which is simpler than numerical 
integration by the Runge-Kutta method. All calcula-
tions were compared with calculation in MATLAB 
package. The results are similar. All the experi-
ments were applied to a special device used in 
clinics. 

Such a method allows us to select a set of parame-
ters and obtain visualization of ion movement. For 
visualization we used ParaView package and MAT-
LAB. In fact, an imitation model has been designed 
that may be used for construction some medical 
devices and choice the most appropriate parame-
ters. The model includes performing the calcula-
tions, saving obtained data in files of a required 
format, call the ParaView to visualize magnetic field 
or combine visualization of the field and the ion 
trajectory.  

This approach may help to estimate the effective-
ness of the magnetotherapy by monitoring the pa-
tient state and comparing obtained data with the 
parameters of the device. Visualization makes this 
analysis more clear. Moreover, in doing so we 
model the processes in the external environment, 
where electromagnetic field acts, and this study 
contributes to a better comprehension of processes 
in internal environment – living tissue. This is prac-
tical and useful method.  

To develop this technique we have to consider 
more complex models which take into account the 
interaction between particles and the structure of 
the environment. There are a lot of problems includ-
ing physical and chemical hydrodynamics, electro-
chemistry, biophysics. The questions concerning 
the influence of geomagnetic and artificial magnetic 
fields on transfer processes in aqueous media such 
as electrolytes and biological objects are discussed 
in the monography [2]. Our future investigations  
suggest a more detailed study of this subject. 
 
2. MATHEMATICAL MODEL DESCRIPTION 

The detailed derivation of equations for the move-
ment of charged particle in electrical and magnetic 
fields is given in many textbooks, for example in [5]. 
We describe them briefly. Consider a charged parti-

cle with a charge � and mass �. Let �	�����	, �, �, � 
be the intensity of electrical field in the point �	, �, �� at the moment , and ����	, �, �, � be the 
magnetic field induction. The force acting the ion in 

electrical field is equal to ����, and the Lorentz force 
in magnetic field equals ��� × ���. Then writing the 
second law of Newton we obtain � ������ = ����� +�� × ����. Assuming that ��� is co-directed with Oz, 
and hence �� = �, �� = �� = 0,	we obtain the 
following system of equations 
 

��	� = ����	, �, �, � �� ! "#� $ + �% ��	, �, �, �&						��� = ����	, �, �, � �� ! �� $ −	%��	, �, �, ��		�1���� = ���	, �, �, � "#� !.																																																		) 
 
The positions of vectors electric and magnetic fields 
are illustrated in Fig.1 
 

 
Figure 1. The disposition of vectors *��� and +	���� 

It is well known that system (1) is integrable if there 
is no electrical field and magnetic field is uniform 
and constant. Then the trajectory of an ion is screw 
line. But for non-integrable cases we have to apply 
approximate calculations. We use the second order 

difference system. Let [,, -] be the time interval 
on which a trajectory is calculated, / = , +�ℎ, � = 0,… , 	�/� = 	/, ��/� = �/, ��/� =�/. Assume that 
 			� ≈ 	/34 − 2	/ + 	/64ℎ7 	, 

                   �� ≈ �/34 − 2�/ + �/64ℎ7 	,												�2� 
                		�� ≈ �/34 − 2�/ + �/64ℎ7 	, 

and 	% ≈ 	/34 − 	/642ℎ 	, 
(3) �% ≈ �/34 − �/642ℎ , �% ≈ �/34 − �/642ℎ  

 

Substituting (2) and (3) in (1) we obtain the second 
order system of difference equations 
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8	/34 − 9/�/34 = 2	/ − 	/64 − 9/�/64 + :/ �� ! "#� $9/	/34 + �/34 = 2�/ − �/64 + 9/	/64 + :/ �� ! �� $	�/34 = 2�/ − �/64 + :/ "#� !,																																				�4�			 ) 
where 9/ = <=7>��	/, �/ , �/� if current is constant, 
and 9/ = <=7>� cosB/  in the case of variable 
current with frequency B. By analogy :/ =<=C> ��	/, �/ , �/�	, if electrical field depends on the 
point, and :/ = <=C> � cosB/ 	 for periodic field. 
The system (4) is linear, coordinates of � are found 
independently from 	 and �, and on every step 	/34, �/34 may be calculated by Cramer method, 
because ∆	= 1 + 9/7 ≠ 0. 
 
3. EXPERIMENTS AND RESULTS  

We applied the implemented program to model ion 
trajectories both for arbitrary value of parameters 
and in a special magnetotherapy device. The de-
vice has two coils which are active simultaneously. 
One may add electric field. Magnetic and electrical 
fields may be periodic with commensurable and 
incommensurable frequences. 
 
3.1. Results for the device  

Device parameters are the following: coils have 
external radius 58 mm, height 34 mm; current in-

tensity is 3А, the number of turns is 20, the number 
of windings is 25. The size of the region (in mm) is 
600x300x500, the size of a cell of the lattice (in 
mm), where magnetic field is calculated is 4x4x4, 

the step on time h (in sec) is 106H. 
The beginning of the first coil has coordinates (0, 
150, 250), the axis direction is (1, 0, 0).  The begin-
ning of the second coil has coordinates (600, 150, 
250), the axis direction is (-1, 0, 0). 

 
Figure 2. Magnetotherapy device 

The experiments were  performed for various types 
of ions and combination of magnetic and electrical 
fields. 

3.1.1. Natrium ion in magnetic field  

Natrium ion has mass m=3.817∗ 1067JK,	 charge 
q=1 . We take � = 106J-.  Calculate the ion tra-
jectory with initial data �	,, �,, �,� = �100,150,250�,  �	4, �4, �4� = �100,150,250.01�	 
when only magnetic field generated by 2 coils acts. 

Calculation was performed for 200000 points. 
 

 
Figure 3. The trajectory of natrium ion in magnetic field 

3.1.2. Natrium ion trajectory when magnetic  
          and electrical fields act  

Modify the previous example and add electrical 

field. Assume that vector ��� has coordinates (0.1, 0, 
0) and  �	,, �,, �,� = �	4, �4, �4� = �100,150,240�. 
The number of points is 3709. 

 
Figure 4. The trajectory of natrium ion in magnetic  

and electrical fields 

3.1.3. Natrium ion in periodic magnetic field 

Now we consider periodic magnetic field with fre-
quency 10 Hz, �	,, �,, �,� =(100,150,250),	�	4, �4, �4� =�100,150,250.01�. 
The number of points is 73688. 

 
Figure 5. The trajectory of natrium ion in periodic  

magnetic field 
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3.1.4. Sulfate ion in magnetic field 

Consider the motion of sulfate ion with mass 

m=16*1067Jg, q=-2 in magnetic field. 
The number of points is 200000. 
 

 
Figure 6. The trajectory of sulfate ion in magnetic field 

 
3.2. Natrium ion in periodic magnetic  
       and electrical fields 

Now we consider periodic magnetic field with fre-

quency 200M, and electric field with frequency 80M. 
The number of points is 150000. 

On Fig.7 we present the results of calculations per-
formed in accordance with system (4). 

 
Figure 7. Natrium ion in periodic fields: commensurable 

frequences 

The next picture shows the results when the fre-

quency of magnetic field is 200M, and the frequency 
of electrical field is 2M ∙ 20O. Note that such a mo-
tion we may observe on rather long distance on z-
coordinate (near 6 m). Hence in real device we 
would see only small part of the trajectory and the 
difference between these cases will not be consid-
erable for visual perception. 

 

4. CONCLUSION 

The designed and implemented program is the 
imitation model for calculation of distribution of elec-
tric and magnetic fields and the motion of ions in 
these fields in magnetotherapy devices. It allows us 
to calculate trajectories and visualize the typical 
trajectories calculated for different ions. The ob-
tained set of images may help in matching of given 
parameters to the results of monitoring the patient 
state. The studying the state of environment under 
action of magnetic field requires to take into ac-
count not only an ion motion, but also the interac-
tion between particles, boundary condition and 
other. This problem is the subject of our future in-
vestigations. 
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