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refractivity profiles serve as input to the parabolic equation method which provides a 

full-wave solution to the path loss problem. The sea surface roughness is modelled 

through two roughness reduction factors, one of them accounting for the shadowing. Ten 

frequencies of microwave range are used in four hypothetical over the sea links. The 

results are presented in form of path loss standard deviation versus frequencies for fixed 
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fractal and multifractal methods are often used to analyze high resolution images having 
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signs for further clustering. In this paper we present two multifractal methods. The first 

method allows us to obtain multifractal spectra and decompose an initial image into the 
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various physical environments, and a clarifying the physical and mathematical models 
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testing and in magnetic inspection systems. In medicine these fields are traditionally used 

in magnetotherapy, and at the moment computer modeling and visualization are often the 

only practical approach to the studying the influence magnetic fields on a living 
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Abstract  

 

Radiotherapy is one of the most effective treatments for breast cancer. Three-

dimensional conformal radiotherapy (3D-CRT) and Volumetric modulated Arc therapy 

(VMAT) are 2 recently developed radiotherapy techniques. This paper aims to compare 

dosimetric differences based on three types of radiotherapy plans for postoperative left 

breast cancer. In particular, based on a clinical dosimetric study, the three-dimensional 

conformal radiotherapy (3D-CRT), and VMAT plans were implemented on 7 cases of 

postoperative patients with left breast cancer with prescription doses of 4000cGy. 

 

 

1. INTRODUCTION AND PROBLEM FORMULATION 

Radiation therapy has become one of the vital measurements of postoperative 

breast cancer treatment. It is also the most important means of improving the local control 

rate of tumor, as well as to reduce complication of the normal tissues. The radiotherapy 

technology is more complex, and in order to avoid overlap and omission of adjacent 

radiation, reducing radiation damage to normal tissue without missing the target area 

ought to be taken as a basic requirement for radiotherapy[1]. Conventionally, the 3D-

CRT has been one of the typical main plan solutions. Our methods are based on breast 

tangential field irradiation and lymphatic draining region irradiation by using center 

irradiation method of tangent field. However, this comes with the disadvantages of poor 

target area fitness and higher complexity in our radiotherapy practice. The extensive 

treatment time would cause reduction of relative biological effects, postural changes of 

patients during treatment, decrease of treatment accuracy and a series of problems. With 

the rapid development of hardware and software in the field of radiotherapy, a new type 

of technology known as the Volumetric Modulated Arc Therapy (VMAT), which 
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combines the fixed field IMRT and pull arc irradiation, has been developed recently. 

Dosimetry studies show that VMAT can be better than the fixed field IMRT. The VMAT 

technology that is provided by Monaco treatment planning system has already been 

confirmed as VMAT. To achieve rotation IMRT treatment, this technology was used to 

calculate the state of multi-leaf collimator motion by adopting reverse optimization 

algorithm, meanwhile by optimizing the dose rate and rotate speed of the rack. Due to the 

arc structure of the breast cancer, three radiotherapy techniques, i.e., 3D-CRT, VMAT, 

have been widely applied in clinic nowadays. The purpose of this paper was to compare 

the dosimetric parameters and to obtain the most superior radiotherapy technique, i.e., to 

obtain the optimal dosimetric distribution of the target and to maximum reduce the dose 

delivered to the lung by designing three radiotherapy plans for a certain case. The 

purpose of this paper is to compare the intensity modulated radiotherapy (IMRT) with the 

3D tangential beams technique in respect of dose distribution in target volume and critical 

organs they generate in patients with early-stage breast cancer who received breast-

conserving therapy. 

 

2. MATERIALS AND METHOD 

2.1 Case Selection  

We randomly selected 7 cases of postoperative radiotherapy for breast cancer in 

our hospital during Jun 2019. The patients are all female, aged 38 to 65 years old, the 

average age of 45 years old, and the primary lesions are left breast. 

2.2 CT simulation location and target area delineation and definition 

Patients raised one arms above their heads, and were fixed by elekta breast step. 

CT scans with a slice thickness of 3mm.CT scans ranges from the mandible to the thorax, 

which completely cover all the adjacent normal tissues and organs such as lung, heart, 

opposite breast and the spinal cord, etc. The clinical target volume (CTV), including the 

whole ipsilateral chest wall and lymph node region around collar bone, was outlined by 

the oncologist by using Monaco treatment planning system (TPS), and the organs at risk 

(OARs) including ipsilateral lung, contralateral lung, contralateral breast, heart, and the 

spinal cord were delineated then. 
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2.3 Plan design  

The prescription dose given was 4000cGy, which was irradiated for 15 times, 

herein, for fractionated dose of 200cGy, 99% of CTV is supposed to receive at least 95% 

of prescription dose (3680cGy). Clinical constraints are as follows: CTV≤107%, the 

minimum dose≥95%, V20<30%, for heart and the dose delivered to the contralateral lung 

and the contralateral breast should be less as far as possible.  

2.4 The two radiotherapy plans  

Conventional 3D CRT treatment planning is manually optimized . This means that 

the treatment planner chooses all beams parameters, such as the number of beams, beam 

directions, shapes, weights etc., and the computer calculates the resulting dose 

distribution it using 6 MV X-ray, 

VMAT: using 6 MV X-ray, double arc way (clockwise and counterclockwise) to 

disperse field, abduction of 10°-25° by tangent field as starting and ending angle each 

way, with collimator angle 5°, treatment couch angle 0°, maximum dose rate 600 

MU/min, and algorithm model is AAA. In the process of designing, doses of cold and hot 

points were optimized and adjusted by defining dose shaping structure. 

 

3. NUMERICAL RESULTS 

VMAT is a kind of Rotational Intensity Modulated technology based on VMAT 

theory proposed by Otto[3]. The full arc frame can rotate about 360°. The arc consists of 

177 control nodes, whereby the rotating speed of the frame is 4.8°/s. The maximum dose 

rate is 570 MU/min. MLC blade’s maximum speed is 2.5 cm/s. Gantry rotation takes 

about 75 s per circle. Many scholars have done researches on VMAT in the body, the 

head and the neck. The results show that VMAT can reduce the total time of radiotherapy 

plan for patients and the beam-on time of the accelerator. The greatest advantage of 

VMAT technology is to further reduce the treatment time and the number of MU without 

reducing dose distribution, so as to improve the treatment target of biological effects and 

the number of patients treated in a unit of time[6-9]. Because the number of MU reduces 

obviously, thereby reducing the number of scattering lines of the accelerator head 

collimator, the risk of cancer reoccurrence is reduced theoretically. 
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The study compares two kinds of radiotherapy techniques for left breast cancer. 

These two treatments can meet the clinical requirements. The target area fitness and DVH 

of 3D-CRT were not so good as those of VMAT, which may be related to the field 

conditions of 3D-CRT. But the doses delivered to the spinal cord D1 and the infected 

lung (including V5, V30) in 3D-CRT were the lowest. But the average dose Dmean, V20 

and V30 were higher compared with the other one plan. Furthermore, the average doses 

to contralateral lung, contralateral breast and heart were the lowest while the high dose 

point was higher. Because such field mode can maximally avoid the spinal cord, but lead 

to increasing the high dose area and the average dose of ipsilateral lung. IMRT also has 

good dose distribution in the target. It can reduce the maximum dose of the target area, 

and allow the average dose Dmean of target area to be closer to the prescribed dose. The 

target area fitness and DVH can meet the clinical needs. But its reception amount of the 

spinal cord D1 is higher than that in 3D-CRT and VMAT plans and the reception amount 

of ipsilateral lung (including V20, V30, the average dose Dmean) is the lowest. But the 

V5 and V10 are between 3D-CRT and VMAT plans. Also, the average doses to the 

contralateral lung, contralateral breast and the heart are between 3D-CRT and VMAT 

plans. The target area fitness and DVH of VMAT are better than the other plan. and the 

reception amount of the spinal cord D1 is between the other two plans. All indicators of 

ipsilateral lung were higher than that of other plans, and some other indicators (Dmean, 

V5) of contralateral lung, contralateral breast and heart are higher than the other plans. In 

addition, the indicator (V10) is better than the other plan. This study showed that VMAT 

has incomparable advantages than 3D-CRT plan in dose distribution and uniformity. 

They can guarantee the treatment target to obtain sufficient dose, reducing the cold and 

hot points of the dose in the target area. For the high dose region volume of the normal 

tissue, VMAT plans are smaller, while 3D-CRT is larger; For the low dose region volume 

of normal tissue, VMAT plans are larger, and 3D-CRT plan is smaller. The reason of 

having larger low dose volume of normal tissues in VMAT plans may be the following: 

field scattering radiation is more and field passes through the normal tissue. In general, 

the results shows that the ipsilateral lung V20 of the three plans are not significantly 

different. VMAT plan can significantly reduce the high dose volume of the ipsilateral 

lung (V30). But due to the increasing of scattered radiation, IMRT and VMAT plan also 
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significantly increase the low dose irradiated volume (V5, V10) compared to 3D-CRT 

plan. VMAT plan has more average dose to the contralateral lung, contralateral breast 

and heart than 3D-CRT plans. But we still cannot definitely tell the advantages and 

disadvantages of the two plans on lung protection. The is because the DVH parameters 

can be related to the radiation injury based on different angles. According to DVH data of 

the radiotherapy for lung cancer patients, the risk of radiation pneumonitis is related to 

the average dose of lung (MLD) and V20, V30 [10-12]. And V5, V10 are to the effective 

factors to estimate the occurrence of radiation pneumonitis [13]. This paper demonstrates 

VMAT plan protects the normal tissue of the affected side with good effect. VMAT Plans, 

it takes longer time than that of 3D-CRT because the parameters are adjusted and 

optimized repeatedly. Especially in the VMAT plan, the optimization process is divided 

into 5 steps, one by one completed. It not only needs to optimize the sub field and weight, 

but also because of many physical parameters in optimization plan, the optimization 

process is complex limited to the version of the system. The time-consuming process can 

reduce our work efficiency considerably. 

 

 
Fig. 1. 3D-CRT DVH for breast cancer patient 
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Fig. 2. VMAT DVH for breast cancer patient 

 

 

 
 

Fig. 3. 3D-CRT distribution 
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Fig. 4. VMAT distribution 

 

 

Technique VMAT 3D-CRT 

Left Lung volume-20 1,71 13 

Heterogenity Index 

CTV (volum95%) 
36.8 36,8 

Mean dose of Heart 3,4 5,9 

Max dose of contra 

breast 
20 16,7 

 

Table 1. The mean doses in Gy 

 

4. CONCLUSION 

In our paper, we note that all of the three plans based on 3D-CRT and VMAT 

technology can achieve the basic requirements of clinical treatment, but in the process of 

treatment there are many uncertain factors. Therefore, we need to obtain an accurate 
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target volume delineation and strict control in order to assure a high quality. The 

dosimetric parameters pertaining to the VMAR have certain advantages. In addition, they 

have greatly increased the number of MU, the efficiency of treatment and time. But they 

need to further reduce the amount of the subject in the contralateral lung, heart, spinal 

cord, and the other organs. 
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Abstract 

 

Over water microwave propagation is often affected by the presence of 

evaporation duct. The tropospheric ducting is one of the major causes for multipath 

propagation. The ducting propagation mechanism is known to be highly frequency 

dependent whereas the prediction methods for multipath fading distribution suggest a 

rather slight dependence on frequency. In order to check this discrepancy, the paper 

studies the influence of the variations of important parameters of the evaporation duct 

log-linear refractivity profile and the sea surface roughness on the frequency dependency 

of multipath fading. The refractivity profiles serve as input to the parabolic equation 

method which provides a full-wave solution to the path loss problem. The sea surface 

roughness is modelled through two roughness reduction factors, one of them accounting 

for the shadowing. Ten frequencies of microwave range are used in four hypothetical 

over the sea links. The results are presented in form of path loss standard deviation 

versus frequencies for fixed ranges. 

 

 

1. INTRODUCTION 

The propagation conditions in coastal and maritime regions are often complicated 

by changes in the tropospheric refractive index leading to formation of tropospheric ducts 

[1]. This peculiarity makes the preliminary assessment of microwave propagation in 

those regions difficult and subject to significant errors. One of the consequences of the 

ducts’ formation is the multipath propagation and, accordingly, the multipath fading [2, 

3]. The assessment of fading is an important part of performance predicting of radio 

communication links. To achieve the necessary accuracy in performance predicting, 

sophisticated propagation channel modelling methods are applied which account 
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simultaneously for terrain irregularities, clear air propagation mechanisms, and antenna 

patterns. Among them the Parabolic Equation (PE) method [4] has become one of the 

most widely used to solve microwave propagation problems especially in complicated 

environments such as tropospheric ducting [4, 5]. Despite the variability of the marine 

boundary layer [6], for practical purposes one usually assumes lateral homogeneity for 

the refractivity and applies a single profile, approximated to account for the average 

behavior of the modified refractivity M(z) with height z, as environmental input to the PE. 

Special attention is paid to the modelling of M(z) for evaporation duct due to its frequent 

occurrence and particular importance in coastal and maritime regions. Most often the 

evaporation duct is modelled by log-linear height profile of the modified refractivity M 

[7]: 

   ln)(
0

0
00


















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
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 +
−+=

z

zz
zzcMzM d  (1) 

where M0 = M(z = 0), z0 is the aerodynamic roughness parameter usually taken to be 1.5 

× 10−4 m [4], zd is the duct height corresponding to the height at which dM/dz = 0, c0 is 

the critical potential refractivity gradient [8] usually taken to be 0.13. The physics behind 

this profile, based on the Monin–Obukhov similarity theory, is explained in [4, 7]. With 

above values of parameters c0 and z0, (1) has been obtained assuming thermally neutral 

troposphere stratification and does not account for the stability effects on the M profile. 

This most usual form of evaporation duct log-linear M profile is governed by one 

parameter - the duct height, zd, which determines the other important duct parameter, the 

M-deficit, ∆M = M(zd) - M0. Recently, attempts at improving (1) have been made by 

changing the slope in different parts of the log-linear curve [8, 9], thus making it to better 

fit the experimental profiles and, hence, include the influence of tropospheric stability. In 

[8] the parameters of evaporation duct refractivity model (1) have been optimized using 

radiosonde data. This study has shown that the best log-linear model formulation would 

include, except for the most important duct parameter zd, also duct curvature and mixed 

layer slope (mixed layer is the well-mixed by turbulent mixing layer above the duct). In 

(1) c0 and z0 are parameters responsible for the profile curvature (c0 changes the radius of 

curvature surrounding the duct whereas z0 changes the curvature below the duct only [8]). 

Those parameters influence also the M-deficit under the same zd. 
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The ducting propagation mechanism is highly frequency dependent whereas the 

prediction methods for multipath fading distribution on line-of-sight links suggest a rather 

slight dependence on frequency [2, 10]. In order to check this discrepancy, this work 

studies how the parameters of profile (1) and the sea surface roughness reflect on the 

frequency dependency of (large-scale) multipath fading in the case of microwave 

propagation over the sea under evaporation duct conditions. The evaporation duct model 

(1), with varying parameters zd and c0, serves as input to the PE method [4] to compute 

the path loss' standard deviation in the areas of interests. Ten frequencies of microwave 

range are used in four hypothetical over the sea line-of-site links. On the basis of the 

“effective” reflection coefficient concept [4], the sea surface roughness is modelled 

through two roughness reduction factors (RRFs): the original Ament's roughness 

reduction factor [11] and modified Ament's RRF with shadowing effect included as 

proposed in [12] and implemented for ducting propagation in [13]. 

 

2. DESCRIPTION OF THE METHOD 

The PE method is applied as implemented in "Advanced propagation model 

(APM) Computer software configuration item (CSCI) documents", Space and Naval 

Warfare Systems Center  Tech. Doc. 3145, San Diego, CA, 2002. Those routines make 

use essentially of the 2D narrow-angle forward-scatter scalar PE, (2), which provides a 

full-wave solution to the path loss problem: 

 
( ) ( )
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Details on the derivation of (2), its validation and use for electromagnetic (EM) 

field  calculations under tropospheric ducting conditions are largely reported in the 

literature [4, 5] and will not be repeated here. In (2) k is the free-space wave number, m = 

M × 10-6+1 is the modified refractive index, u(x,z) is a slow-varying along the preferred 

propagation direction, x, function related to the corresponding to the polarization 

transverse EM field component, x and z stay for range and altitude. The popularity of (2) 

is related to its easy numerical solution through marching algorithms. In addition to 

boundary conditions, (2) requires knowledge of initial field [4]. The main drawback of 

(2) is the neglect of backscattering. The studied microwave propagation problem is 
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characterized by EM field variations over scales much larger than the wavelength, 

grazing incident angles, and smooth variation of the tropospheric refractive index with x; 

under these conditions the forward-propagated field plays dominant role and this assures 

the applicability of (2).  

The initial field required to start the calculations is provided by horizontally 

polarized Gaussian beam source with pattern factor given by (3) where 0 and s are the 

half power beamwidth and the antenna elevation angle. Initially, smooth perfect 

conducting underlying surface (sea) is assumed. The results are presented in the form of 

standard deviation of the path loss (PL in dB, see (4)) in the area of interest versus 

frequency for fixed range. 
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  (4) 

 

In (4)  is the free-space wavelength, r is the distance between the corresponding 

points, and u(x,z) is the solution of the PE (2). 

The correct modelling of EM propagation over rough sea surface is still an open 

issue due to the difficulties in implementing all scattering mechanisms in the 

electromagnetic model. A practical approximate solution is to account for the surface 

roughness effects by defining an “effective” reflection coefficient Reff, see (5) below, 

representing the Fresnel reflection coefficient from flat surface, RF, multiplied by a RRF 

Rrf [4]. Two RRFs have been widely used in over-the-ocean microwave propagation: the 

Miller-Brown one [14] and Ament's RRF [11]. Comparisons of the propagation 

prediction results based on combination of these two RRFs with different propagation 

models to measurements' data do not allow concluding which of them is more accurate; a 

good discussion on this issue may be found in [15]. The propagation at very low grazing 

angles, typical for tropospheric ducting, is additionally complicated by shadowing effect 

due to sea surface waves [12, 15]. It is to be noted that both above mentioned RRFs affect 

only the magnitude of the complex Fresnel reflection coefficient and do not account for 

the shadowing. In order to go closer to the observed experimental results, theoretical 
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efforts have been made to improve the RRF's accuracy by introducing the shadowing 

effect [12, 15]. Equation (6) below presents the original Ament's roughness reduction 

coefficient RA [11]. The Rrf from (7) is obtained in [12] using the same statistics 

(Gaussian statistics of sea surface heights and slopes) as the one assumed for the 

derivation of the original Ament's roughness reduction factor RA. The Rrf from (7) 

accounts for the shadowing effect of the sea surface roughness by introducing a phase 

correction to RA. In (6) and (7) k is the wave number in free space, φ is the plane wave 

grazing incidence angle to the rough surface,   is the standard deviation of the surface 

height ξ, m~  and 
~  are the mean value and standard deviation of the illuminated 

surface heights only (see [12] for details), Q=2ksin(φ).  

   Frfeff RRR = , (5) 

 

 ( )   sin2exp 222 kRA −= , (6) 
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In this study the parameters  , m~ , and 
~  needed to compute (6) and (7) are 

taken for wind speed of 7 km/s, see [12, 13] for formulas and details. 

 

3. RESULTS AND DISCUSSIONS 

For every frequency the PL is calculated versus height for fixed ranges R = 20 km, 

R = 40 km for four hypothetical links: A) zt = 40 m, 0 = 50; B) zt = 15 m, 0 = 50; C) 

zt = 40 m, 0 = 10; D) zt = 15 m, 0 = 10, where zt stays for the transmitter height. Three 

different values for c0 are used: c0 = 0.13, c0 = 0.11 and c0 = 0.19, the last two accounting 

for the deviation from the thermally neutral troposphere stratification. For all cases 

s = 00 in (3). The parameter z0 is kept equal to 1.5 × 10−4 m in all reported examples. 

The receiver height is supposed to start from zr = 5 m and go up to 150 m. This area of 

interest is divided in two parts: z1 from 5 m to the top of evaporation layer, defined here 

as zL = 2zd, see [8], and z2 which ranges from the evaporation layer height zL up to 150 m. 

The frequencies are shown in Table 1. Those frequencies belong to the ranges used for 

coastal and maritime radars (lower ranges) and fixed and mobile links (upper ranges). 

The results are presented in form of PL standard deviation versus frequencies. 
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2.4 3.1 4.5 5.6 7.1 8.4 9.3 13.4 15.4 19.7 

 

Table 1. Frequencies used, GHz    

 

Fig. 1 shows range-independent duct with zd = 35 m = ct over the entire distance 

of R = 20 km for link A) and the two areas of interest, z1 and z2. Fig. 2 reports similar 

results but for zd = 10 m = ct and link B). On both figures one can see comparison for 

three different values of c0. As it is seen from figs. 1, 2, the frequency dependency of PL 

standard deviation is rather slight and has similar character for the three values of c0; it is 

higher in area z1, especially for the lower frequencies, see Fig. 2a). This may be due to the 

fact that the lower frequencies are not well trapped in the 

 

 

 

 

 

 

 

 

Fig. 1. Range-independent duct: zd = 35 m, R = 20 km, link A).   

 

thinner duct from Fig. 2. For the two figs. and area z1, both zt and zr are submerged in the 

evaporation layer (zt, zr < zL) which determines the more pronounced influence of the duct 

for area z1 than for z2. 

 

 

 

 

 

 

 

Fig. 2. Range-independent duct: zd = 10 m, R = 20 km, link B). 
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The frequency dependency of standard deviation for range-dependent duct in 

sense that the start refractivity profile has c0 = 0.13 which changes to c0 = 0.19 at the mid 

path has also been studied; the results (not reported here) indicated (once again) the rather 

week influence of the variation of c0 (except for the lowest frequencies), especially in 

area z2. Further, on fig. 3, another range-dependent case is demonstrated by changing the 

zd parameter in the middle of the path from initial zd = 10 m to zd = 15 m, c0 = 0.19 = ct, 

R = 20 km, link C). As expected, on Fig. 3 for the area z1 the change in zd almost does not 

reflect on the frequency dependency because zt for link C) is above evaporation layer zL 

for both zd values. The influence of increased zd is higher in the area z2. 

 

 

 

 

 

 

 

Fig. 3. Comparison between range-dependent and range independent duct, R = 20 km, link C). 

 

On Figs. 4 – 7 results are shown for rough sea surface. Fig. 4 shows the influence 

of the roughness reduction factor RA from (6) for original Ament roughness reduction 

coefficient: the introduction of RA increases the frequency dependency and leads to 

reduction of the standard deviation values for higher frequencies both in z1 and z2 areas. 

Figs. 5-7 present comparison between smooth sea and rough sea modelled with RA and 

Rrf from (7): Fig. 5 refers to link A) with zd = 15 m, R = 20 km; Fig. 6 reports comparison 

between c0 = 0.11 and c0 = 0.19 for Rrf from (7) for link A) with zd = 15 m, R = 20 km; fig. 

7 refers to link C) with zd = 35 m, R = 40 km. The roughness with application of 

shadowing, (7), increases the frequency dependency in comparison to smooth sea and in 

z1 often has opposite trend to that of the roughness introduced through RA. In z2, for 

higher frequencies, the frequency dependency of PL standard deviation for Rrf from (7) 

follows that obtained for RA but with higher values. In [13] it has been demonstrated that 

the introduction of the rough sea surface and, especially, of the roughness reduction 
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factor given by (7), destroys the (guiding) duct structure and reduces the long-range 

ducted propagation. The electromagnetic energy is scattered by the roughness and this 

reduces the fading depths for all links and distances. The higher the frequency, the higher 

the depths reduction. In area z2 increases the difference in PL standard deviation 

frequency dependency between stable (c0 = 0.11) and unstable (c0 = 0.19) troposphere 

stratification, see Fig. 6. 

 

 

 

 

 

 

 

 

Fig. 4. Rough sea surface: RA from (6), zd = 35 m, R = 40 km, link C). 

 

 

 

 

 

 

 

 

Fig. 5. Comparison between smooth sea, original Ament RA and Rrf, (7), link A), zd=15 m, R=20 km. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. Comparison between c0 = 0.11 and c0 = 0.19 for Rrf from (7), link A), zd=15 m, R=20 km.  
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Fig. 7. Comparison between smooth sea, original Ament RA, and Rrf, (7), link C), zd=35 m, R=40 km. 

 

4. CONCLUSION 

On the basis of Figs. 1-7 (as well as other results not reported here) the following 

concluding remarks may be drawn: 

1. For smooth sea - in the studied limits, the results support the applicability of 

profile (1) with c0 = 0.13. In general, the frequency dependency of multipath fading under 

ducting conditions modelled by (1) for smooth sea surface is rather slight and appears to 

be in accordance with the slight influence of the frequency dependent factor in widely 

applied prediction methods [2, 10]. More attention is to be paid to lower frequencies 

when ducts with low zd are present. The particular case when zt is between zd and 

evaporation layer zL needs additional studies. 

2. For rough sea - the roughness introduced through RA increases the frequency 

dependency of the PL standard deviation in the same time decreasing its values for higher 

frequencies. The introduction of shadowing effect, (7), influences both z1 and z2 regions, it 

modifies the tendency of the original Ament's roughness reduction factor to reduce the 

values of PL standard deviation for higher frequencies. In further investigations more 

attention should be paid on the combined effect of different from neutral troposphere 

stratification and sea surface roughness. The reported results for sea surface roughness 
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influence on frequency dependent fading can not be assessed using traditional methods. 

More investigations with application of different RRFs and corrections for shadowing 

(and, possibly, attraction of additional scattering mechanisms as diffraction) as well as 

further comparisons to measurement data are needed in order to substantiate the reported 

results. 
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Abstract 
 

Digital images may register states of a process, and image analysis help us to 

study this process and its peculiarities. In spite of the fact that there are a lot of textbooks 

on techniques of image analysis, any new problem may require a new method. Last 

decades fractal and multifractal methods are often used to analyze high resolution 

images having complex textures. In many cases fractal characteristics may be considered 

as classifying signs for further clustering. In this paper we present two multifractal 

methods. The first method allows us to obtain multifractal spectra and decompose an 

initial image into the union of nonintersecting sets. The second one is based on the 

transformation of an initial measure distribution under so called "direct multifractal 

transform" and calculation of information dimensions of measure supports. The examples 

of application of these techniques are given for various kinds of sea surface images. 

 

 

1. INTRODUCTION 

Now the methods of fractal and multifractal analysis are widely used to analyze 

images with complex structure. Such images are often fractals or multifractals. Fractal 

sets have a self-similarity property and may be described one numerical characteristic — 

fractal dimension. Multifractal sets are unions of several fractal subsets, which of them 

has its own fractal dimension, being these subsets are arranged in a complex intertwined 

manner. Hence a common characteristic for multifractals is multifractal spectrum — the 

set of fractal dimensions of its subsets. Our experience in analyzing biomedical 

preparation images (in [1] we calculated Rényi spectra for images of pharmacological 
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solutions of Ag, and in [2, 3] we applied such methods for sensitive crystallization 

images) testifies that the good separation of spectra results in successful classification of 

similar images. 

In this work we consider two methods for calculation of multifractal 

characteristics for digital images: a method based on calculation so called density 

function, which is calculated for each pixel and characterizes intensity changes in its 

neighbourhood, and calculation of the set of information dimensions both for a given 

spectrum and its modified variants which are obtained by a renormalization of a given 

measure. Additionally, in this method we calculate the spectrum of averaged exponents 

of singularity. Thus, to characterize an image we have 2 spectra. The combination of two 

methods increases the possibility for classification of images.  

 

2. MULTIFRACTAL SPECTRUM BY USING DENSITY FUNCTION 

We consider a special density function [4] to calculate the singularity power for 

every pixel. Then we combine all the pixels with close values of density function, which 

results in partition of the image on the subsets — so called level sets. For each level set 

we calculate its fractal dimension. 

Let 𝜇 be a measure defined through pixel intensities for a given digital image. For 

𝑥 ∈ 𝑅2  we denote 𝐵(𝑥, 𝑟)  a square of length 𝑟  with center 𝑥 . Let 𝜇(𝐵(𝑥, 𝑟)) =

𝑘𝑟𝑑(𝑥)(𝑥), where 𝑑(𝑥)  is so called local density function of 𝑥,  and 𝑘  some constant. 

Taking several values for 𝑟 we have 

 𝑑(𝑥) = lim
𝑟→0

log 𝜇(𝐵(𝑥,𝑟))

log 𝑟
 (1)               

The density function measures the non-uniformity of the intensity distribution in 

the square  𝐵(𝑥, 𝑟) . The set of all points 𝑥  with local density 𝛼  is a level set 𝐸𝛼 =

{𝑥 ∈ 𝑅2: 𝑑(𝑥) = α}. In practice, not to increase the number of level sets, one really 

consider the sets 𝐸(𝛼, 𝜀) = {𝑥 ∈ 𝑅2: 𝑑(𝑥) ∈ [𝛼, α + 𝜀)}, where 𝜀 is a real number. 

The set of fractal dimensions of  𝐸𝛼   is the multifractal spectrum 𝑓(𝛼). 

 

3. MULTIFRACTAL SPECTRUM BY USING STATISTICAL SUM 
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It is usually assumed that an image is partitioned by cells with size 𝑙 , the number 

of cells is N(l) and the measure of 𝑖-th cell is 𝑝𝑖(𝑙)~ 𝑙𝛼𝑖 .  Consider the statistical sum 

𝑆(𝑞, 𝑙) = ∑ 𝑝𝑖
𝑞(𝑙)

𝑁(𝑙)
𝑖=1 ) (called also the sum of moments of the measure), where 𝑞 is a real 

number, and the sequence of measures 𝜇(𝑞, 𝑙) = {𝜇𝑖(𝑞, 𝑙)}  generated from the initial 

measure by the direct multifractal transform 𝜇𝑖(𝑞, 𝑙) =
𝑝𝑖

𝑞
(𝑙)

∑ 𝑝
𝑖
𝑞

(𝑙)𝑁
𝑖=1

. The method proposed in 

[5] is based on the calculation of information dimension of a measure support 𝑀 by the 

formula 

 𝑑𝑖𝑚 𝑀 = − 𝑙𝑖𝑚
𝑁→∞

∑ 𝑝𝑖 𝑙𝑛 𝑝𝑖
𝑁
𝑖=1

𝑙𝑛 𝑁
  (2) 

The direct multifractal transform recalculates the initial measure by using 

statistical sum, and hence it depends on 𝑞 as well. For any measure from the generated 

sequence one may calculate the singularity power averaged over the measure and the 

fractal dimension of the support of the measure corresponding to this singularity power. 

Hence we obtain the averaged singularity spectrum 𝛼(𝑞), and the fractal dimension of the 

support of the measure 𝑓(𝑞) as functions of the parameter 𝑞 . Eliminating 𝑞  one can 

obtain the relation between singularity values and fractal dimensions of corresponding 

subset. 

For each measure 𝜇(𝑞, 𝑙) one can calculate information dimension of its support. 

As 𝑞 changes, we have a set 𝑓(𝑞) of information dimensions of 𝜇(𝑞, 𝑙) supports, where 

 𝑓(𝑞) = 𝑙𝑖𝑚
𝑙→0

∑ 𝜇𝑖(𝑞,𝑙) 𝑙𝑛 𝜇𝑖(𝑞,𝑙)𝑁
𝑖=1

𝑙𝑛 𝑙
= 𝑙𝑖𝑚

𝑙→0

𝑓(𝑞,𝑙)

𝑙𝑛 𝑙
 (3) 

We also calculate averaging exponents over the measure 𝜇(𝑞, 𝑙), i.e. 

 ∑ 𝛼𝑖𝜇𝑖(𝑞, 𝑙) =
∑ 𝑙𝑛 𝑝𝑖(𝑙)𝜇𝑖(𝑞,𝑙)𝑁

𝑖=1

𝑙𝑛 𝑙

𝑁
𝑖=1 =

𝛼(𝑞,𝑙)

𝑙𝑛 𝑙
 (4)                                                                

and then the limit 𝛼(𝑞) of these averagings when . Hence, we obtain 

 𝛼(𝑞) = lim
𝑙→0

𝛼(q,𝑙)

ln 𝑙
 (5)                                

Such a method allows us to obtain the set of dimensions 𝑓(𝑞) and the set of 

averaging exponents 𝛼(𝑞) as functions of the parameter 𝑞. 

In practice, to obtain the above values we should do the following. For every 𝑞 we 

take several values of variable 𝑙, calculate sets of points (ln 𝑙, 𝑓(𝑞, 𝑙)) and (ln 𝑙, 𝛼(𝑞, 𝑙)) 

respectively. Then, by using the least square method, we find the corresponding straight 

0→l
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lines (in double logarithmic scale), and their tangent coefficients give us the approximate 

values of 𝑓(𝑞) and 𝛼(𝑞) respectively. Thus, we have the set of information dimensions of 

the supports of the measures obtained from the initial measure by the direct multifractal 

transform. In [6] we applied this method to analyze biomedical preparation images, and 

in [7] it was used to study crystallization images. 

 

4. NUMERICAL EXPERIMENTS 

4.1 Density function method - Grayscale 

 

     

Fig. 1. Optical images of sea surface related to sea state determination: calm sea surface (left) and                                            

disturbed sea surface (right). 

 

Values of density function lie in diapason [1.73,2.23] for calm, and [1.52,2.42] 

for disturbed sea. We note that wider interval corresponds to more complex structure of 

the image. Level sets were constructed with step 0.1. The graphs of multifractal spectra 

are given in Fig. 2, below. 

    

Fig. 2. Multifractal spectrum for calm sea surface (left) and disturbed sea surface (right). The images are 

represented in grayscale. 
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Level sets for image of calm sea are shown in Fig. 3, below. These sets illustrate a 

decomposition of an image on nonintersecting subsets. Each subset contains pixels 

having density function value in an interval [𝑎, 𝑎 + 0.1) , where 𝑎 =

1.73,1.83,193,2.03,2.13 . Thus, the number of subsets shown equals the number of 

intervals between values of 𝑑(𝑥) on OX axis. The corresponding graph shows values of 

fractal dimensions of these sets. We see that image (c) has the most intensive density, and 

on the graph we see that this subset has the maximal fractal dimension. 

 

    

(a)                                             (b) 

    

 (c)                                              (d) 

 

(d) 

Fig. 3. Level sets for calm sea image: the decomposition of the image on nonintersecting subsets. 
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4.2 Density function method - Blue component of RGB 

Calculation of density function values for images of calm and disturbed sea 

surface presented in Blue component of RGB led to the following results. The interval of 

density function values for calm sea is [1.9,2.09], for disturbed sea is [1.7,2.28]. We see 

that the first interval is rather narrow, which means that intensities of pixels change a 

little, and the image has more uniform structure, whereas for the disturbed sea the more 

complex structure is revealed. Level sets were constructed with step 0.05. Graphs of 

multifractal spectra for images in blue component are given on Fig. 4. 

 

     

Fig. 4. Multifractal spectra for calm (left) and disturbed (right) sea surface. The images are represented in 

Blue component of RGB. 

  

4.3. Method using generalized statistical sum - Grayscale 

The application of the second method results in the graphs shown on Fig. 5.  

 

      

Fig. 5. Graphs of singularity and information dimensions for calm sea (left) and disturbed sea (right) in 

grayscale. 
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4.4 Method using generalized statistical sum - Blue component 

We performed calculations for the representation of images in blue component. 

The results are shown on Fig. 6. We see that graphs are different independent of color 

representation. 

 

  

Figure 6. Graphs of singularity and information dimensions for calm sea (left) and disturbed sea (right) in 

Blue component. 

 

5. CONCLUSION 

The results of numerical experiments show that the methods applied may be 

useful for analysis of sea surface images and sea state determination, since graphs of 

multifractal spectra look quite different for different types of sea surfaces. It should be 

noted that we observe it in various color representation. The methods are rather 

perspective for analysis of images having complex structure such as images considered to 

determine sea state. 
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Abstract 

    

The problem of computer modeling and visualization of low frequency 

electromagnetic fields is in the area of interest of such directions as education, research 

activity, medicine and industry. Visualization helps better understanding the influence of 

magnetic fields on various physical environments, and a clarifying the physical and 

mathematical models that are used. In industry visualization is often applied in the tools 

for non-destructive testing and in magnetic inspection systems. In medicine these fields 

are traditionally used in magnetotherapy, and at the moment computer modeling and 

visualization are often the only practical approach to the studying the influence magnetic 

fields on a living organism. In this work we demonstrate a computer tool both for 

modeling a magnetic field distribution and the motion of a charged particle in this field. 

The algorithms are implemented in a special environment Unity. That allows the 

combination of calculations and visualization and results in considerably lower run-time 

and the development of a flexible application that may be easily used by physicians. The 

results of the experiments are given.  

 

 

1. INTRODUCTION 

   Computer modeling and visualization of low frequency electromagnetic fields 

are of interest to education, research activities, medical practice and industry. 

Visualization furnishes insights into the nature of the influence of magnetic fields on 

various physical environments, reveals peculiarities of emerging phenomena and in many 

cases helps to clarify the physical and mathematical models that are used. In industry 

such a visualization is often applied when elaborating tools for non-destructive testing [6]. 

Low frequency magnetic fields are also used in magnetic inspection systems. 
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Of special interest is the application of the methods of computer modeling and 

visualization in biology and medicine [1,5]. Experimental data show that low frequency 

electromagnetic fields may have a beneficial effect on the processes occurring in living 

systems. Over the past 20 years magnetobiology [4] is progressing rapidly. This branch of 

biology originates from biophysics and contributes to the elaboration of the methods of 

treatment of various deceases. In particular, in medicine the magnetotherapy method is 

widely used, and in this case the modeling and visualization of magnetic fields help to set 

and control the device parameters. That results in increasing effectiveness and safety of 

curative sessions. 

Computer modeling and visualization of low frequency magnetic field in a 

magnetotherapy device was performed in [2, 7], where the calculations were made for a 

given configuration of coils in 3D space. The calculation of magnetic induction was 

performed in the points of a given space grid and to obtain the induction value in an 

arbitrary point, various methods of interpolation were used. In view of the large volume 

of calculation several types of optimization were implemented. Basing on the obtained 

results the authors of [3,9] developed an application for modeling the motion of a charged 

particle in the low frequency magnetic field generated by a given configuration of coils.  

In all the papers visualization was performed with using Paraview software, which 

complicated the technology considerably. 

Thus, at the moment there is a program software for calculation and visualization 

of the magnetic field generated by different configurations of coils used in 

magnetotherapy devices, and the modeling of the motion of a charged particle in this field. 

The main problem is the authors used specialized graphic packages to visualize the 

results of calculation. Such an approach complicates the practical using of the software 

implemented, because a user has to organize file transfer between different program 

systems “by hand”.  

In this work we present a more flexible variant of the solving the problem above, 

which combines both all the calculations and visualization in one environment. Besides 

that, a new algorithm for calculation and visualization of low frequency magnetic field is 

designed and implemented. It is based on the fact that in any point of the field the 

magnetic induction vector lies on the tangent to a magnetic field line. So, we do not use a 
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predefined space configuration for the lattice of points, but being in a given point we 

obtain the next point for calculation by moving along the tangent on a small distance h. 

On this approach we do not need to use an interpolation, which leads to a reducing run-

time. 

In our study we have implemented an approach where the calculation of the field 

and trajectories of charged particles and the visualization of the results are performed in a 

uniform programming environment — the cross-platform software package Unity [10,11]. 

This environment is widely used for design of the projects with step-by-step 

improvement, for example in the cycles of prototyping or testing. There is a wide range 

of tools for the editing objects in the built-in editor and tuning the editor by using a 

scenario which adds new functional peculiarities and control elements. 

Unity applications can be deployed to any desktop or mobile platform with little 

optimization and minor changes in code. This technique allowed us to optimize resource–

intensive mathematical operations, which led to an optimization as a whole. 

The system assumes further development. It is planned to visualize the motion of 

a charged particle in various physical environments, to improve the interface, the editor 

for the environment, coils and charged particles. The implemented program product may 

be easily used by physicians for study the results of magnetotherapy for various 

parameters of physiotherapy devices. 

The paper is organized as follows. The next section contains a brief description of 

the mathematical model and algorithms for its solving. In section 3 the description of 

Unity environment is given. The last section shows the results of experiments. 

 

2. MATHEMATICAL DESCRIPTION OF THE MODEL 

2.1 Magnetic field calculation 

Our model includes the calculation of the low-frequency magnetic field generated 

by one or several coils which are placed in the space according to a given configuration 

and the modeling of the motion of a charged particle in this field. The first problem is 

well known model task, and the calculation is performed in the cylindrical system of 

coordinates by the formulas using elliptic integrals. In the process of calculation, we have 

to use the Cartesian coordinates, so the transitions between two systems are performed. 
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The magnetic field is traditionally calculated in the points of a given space grid, so in an 

arbitrary point an interpolation is performed. This way of solving was due to the fact that 

for visualization a special software was used, which required the array of values of 

magnetic inductions in a lattice given. This approach was implemented in our previous 

works [2,3,7,9]. In this paper we propose a new method in which we construct the grid on 

a section plane. Each vector of magnetic induction in a point M lies on the tangent to the 

magnetic field line passing through M, hence we start from a point of the grid, calculate 

the magnetic induction and obtain the next point as the point on the tangent on a given 

distance from the initial point M. The implementation of such an algorithm became 

possible in the special environment which unites calculations and visualization. 

In the modeling of the charged particle motion we use the second law of Newton, 

being the Lorentz force acting on the particle. We use the second order system of 

difference equations which is obtained by application of the method of central differences 

for derivatives. Such an approach leads to more effective results and does not require 

using software packages. As these tasks were discussed in papers [2,3] in details, we give 

here only main formulas for easier understanding. 

The scheme for calculation of magnetic field for one contour of a coil is shown on 

Fig. 1. 

 

 

 

Fig. 1. Calculation of magnetic induction in a point M on a contour. 
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Here magnetic field lines are in the plane passing through the axis 𝑂𝑧 . The 

magnetic induction vector 𝐵
→

𝑀 in a point M is defined by scalar components 𝐵𝜌 = 𝑟𝑜𝑡𝜌𝐴 

and 𝐵𝑧 = 𝑟𝑜𝑡𝑧𝐴, (as 𝐵𝛼 = 0) and are calculated as 

 𝐵𝜌 =
𝜇0𝑖

2𝜋

𝑧

𝜌√(𝑅+𝜌)2+𝑧2
(

𝑅2+𝜌2+𝑧2

(𝑅−𝜌)2+𝑧2 𝐿 − 𝐾), (1) 

 𝐵𝑧 =
𝜇0𝑖

2𝜋

1

√(𝑅+𝜌)2+𝑧2
(

𝑅2−𝜌2−𝑧2

(𝑅−𝜌)2+𝑧2 𝐿 + 𝐾). (2) 

where L and K are elliptic integrals of the first and second type. 

For an arbitrary configuration of coils the value of magnetic induction in a point 

M is calculated as the sum of magnetic induction taken over all the contours (using 

formulas 1,2) of all the coils, and all needed coordinate transformations are performed. 

All these actions are collected in a program block (procedure) MagnIndPoint(). 

2.2 Visualization of magnetic field 

The algorithm for calculation of magnetic induction is the follows. 

a) Chose a plane containing OZ axis and orthogonal the plane XY. 

b) Construct a lattice of points (𝑀𝑖) in the given part of this plane and calculate 

the magnetic inductions vectors 𝐵𝑀𝑖
. 

c) Let 𝑀(𝑥, 𝑦, 𝑧) be a point of the lattice and 𝐵𝑀 be the magnetic induction vector 

in M. This point lies on a magnetic field line and 𝐵𝑀 is on the tangent in this point to the 

line. The directing vector of the tangent is defined by the coordinates(𝐵𝑥 , 𝐵𝑦 , 𝐵𝑧). To 

obtain the next point for calculation of magnetic induction we take the point 

𝑀1(𝑥1, 𝑦
1

, 𝑧1)  on the tangent which is on a small distance ℎ  from 𝑀(𝑥, 𝑦, 𝑧).  The 

coordinates of 𝑀1(𝑥1, 𝑦
1

, 𝑧1) are found from the system 

𝑥1−𝑥

𝐵𝑥
=

𝑦1−𝑦

𝐵𝑦
=

𝑧1−𝑧

𝐵𝑧
, 

(𝑥1 − 𝑥)2 + (𝑦1 − 𝑦)2 + (𝑧1 − 𝑧)2 = ℎ2. 

Thus, we have 

𝑥1 = 𝑥 ±
ℎ𝐵𝑥

𝛼(𝑥,𝑦,𝑧)
, 𝑦1 = 𝑦 ±

ℎ𝐵𝑦

𝛼(𝑥,𝑦,𝑧)
, 𝑧1 = 𝑧 ±

ℎ𝐵𝑧

𝛼(𝑥,𝑦,𝑧)
,  

where 

𝛼(𝑥, 𝑦, 𝑧) = √𝐵𝑥
2 + 𝐵𝑦

2 + 𝐵𝑧
2. 



“COMPUTER MODELING OF THE MOTION…”  M. SYASKO, I. SOLOVIEV 

 

36 

 

We take both values for (𝑥1, 𝑦1, 𝑧1) and repeat the calculations from item a). The 

construction is completed when we come to the boundary of the given area or the number 

of steps is achieved. The number of section planes is a parameter of the program. 

2.3 Motion of a charged particle 

In what follows we used the mathematical model that includes the action of 

electric field as well. The detailed derivation of equations for the movement of charged 

particle in electric and magnetic fields is given in many textbooks, for example in [8]. We 

describe them briefly. Let 𝑞  and 𝑚  be charge and mass of a particle. Denote by 

𝐸
→

(𝑥, 𝑦, 𝑧, 𝑡) and 𝐵
→

(𝑥, 𝑦, 𝑧, 𝑡) the intensities of electric and magnetic field induction in the 

point (𝑥, 𝑦, 𝑧) at the moment 𝑡. The force acting the ion in electrical field is equal to 𝑞𝐸
→

, 

and the Lorentz force in magnetic field equals 𝑞𝑣
→

× 𝐵
→

. Writing the second law of 

Newton we obtain 𝑚
𝑑𝑣

→

𝑑𝑡
= 𝑞(𝐸

→

+ 𝑣
→

× 𝐵
→

). Assuming that 𝐵
→

 is co-directed with Oz, and 

hence 𝐵𝑧 = 𝐵, 𝐵𝑥 = 𝐵𝑦 = 0, we obtain the following system of equations: 

 

𝑚𝑥
··

= 𝑞(𝐸(𝑥, 𝑦, 𝑧, 𝑡)𝑠𝑖𝑛𝛾𝑐𝑜𝑠𝛽 + 𝑦
·
𝐵(𝑥, 𝑦, 𝑧, 𝑡))

𝑚𝑦
··

= 𝑞(𝐸(𝑥, 𝑦, 𝑧, 𝑡)𝑠𝑖𝑛𝛾𝑠𝑖𝑛𝛽 − 𝑥
·
𝐵(𝑥, 𝑦, 𝑧, 𝑡))

𝑚𝑧
··

= 𝑞𝐸(𝑥, 𝑦, 𝑧, 𝑡)𝑐𝑜𝑠𝛾

 (3) 

The above system was investigated in [3, 9] and the algorithm for approximate 

calculation based of using difference equations was proposed and implemented. The 

second order discrete system obtained from (3) has the form: 

 

𝑥𝑖+1 − 𝐾𝑖𝑦𝑖+1 = 2𝑥𝑖 − 𝑥𝑖−1 − 𝐾𝑖𝑦𝑖−1 + 𝐿𝑖𝑠𝑖𝑛𝛾𝑐𝑜𝑠𝛽
𝐾𝑖𝑥𝑖+1 + 𝑦𝑖+1 = 2𝑦𝑖 − 𝑦𝑖−1 + 𝐾𝑖𝑥𝑖−1 + 𝐿𝑖𝑠𝑖𝑛𝛾𝑠𝑖𝑛𝛽

𝑧𝑖+1 = 2𝑧𝑖 − 𝑧𝑖−1 + 𝐿𝑖𝑐𝑜𝑠𝛾
 (4) 

where 𝐾𝑖 =
𝑞ℎ

2𝑚
𝐵(𝑥𝑖, 𝑦

𝑖
, 𝑧𝑖)  if current is constant, and 𝐾𝑖 =

𝑞ℎ

2𝑚
𝐵 𝑐𝑜𝑠 𝜔𝑡𝑖  in the 

case of variable current with frequency 𝜔. By analogy 𝐿𝑖 =
𝑞ℎ2

𝑚
𝐸(𝑥𝑖 , 𝑦𝑖, 𝑧𝑖), if electrical 

field depends on the point, and 𝐿𝑖 =
𝑞ℎ2

𝑚
𝐸 𝑐𝑜𝑠 𝜔𝑡𝑖 for periodic field. The system (4) is 

linear, 𝑧𝑖 are calculated independently from 𝑥 and 𝑦, and on every step 𝑥𝑖+1, 𝑦
𝑖+1

 may be 

found by the Cramer method, because the determinant of the system ∆= 1 + 𝐾𝑖
2 ≠ 0. 
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Then, in our work we realized this algorithm in Unity engine. The initial data are 

parameters of a particle q and m, the initial points 𝑀0 = (𝑥0, 𝑦
0

, 𝑧0), 𝑀1 = (𝑥1, 𝑦
1

, 𝑧1) 

(in global Cartesian coordinate system) of the trajectory and values of magnetic induction 

in these points. For each point of the trajectory the magnetic induction is calculated by 

the program MagnIndPoint(). 

 

3. TECHNOLOGICAL TOOLS OF THE MODELING 

3.1 Short description 

Unity environment is a cross-platform tool for development of 3D applications. 

Such applications may be set practically on all known platforms [11]. Unity supports 

DirectX and OpenGL, which results in obtaining high-level solutions by the use of 

modern graphical tools. 

Unity also supports script languages, so the programming in this system should 

present no problems because there is no need to use a large number of extraneous 

solutions. In the kernel of Unity there are many built-in additional tools for design, so the 

programming in the environment is simple and clear enough. 

The working process is affected by way of the Unity visual editor. The editor links 

scenes, and combines the project resources and the code into interactive objects, which 

allows optimizing the process of implementation of professional visual applications. It 

should be noted that in this environment a flexible approach to object-oriented 

programming is realized: objects are created by union but inheritance, and there are the 

links controlled between the objects. 

3.2 Optimization 

To optimize the calculation of magnetic induction we at first splat into streams the 

calculation of coordinates and magnetic induction. Then we splat the calculation of 

functions, magnetic induction for all the contours of a coil, total value of magnetic 

induction in a point, coordinate transformations and visualization. Depending on a system 

configuration such an optimization leads to the reducing run-time approximately 7 – 8 

times. For a system of 3 coils (10 contours) the run time before optimization is 3 – 4 min, 

after optimization 25 – 30 sec. 
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4. NUMERICAL EXPERIMENTS 

Device parameters are the following: current intensity is 3А, coils have 7 turns, 

the number of windings is 25. The size of the region (in mm) is 600x600x300, the step on 

time h (in sec) is 10−6
. 

The numerical experiments were performed for various types of ions and 

combination of magnetic and electrical fields. For different configuration of magnetic 

field (without electric one) the motion of 3 particles: 

𝑁𝑎+: 𝑞 = 3.817 ∗ 10−26, 𝑚 = 1.60217 ∗ 10−19; 

𝑆𝑂4
−: 𝑞 = −7.634 ∗ 10−26, 𝑚 = 1.59468 ∗ 10−22 

𝑒: 𝑞 = −1.602 ∗ 10−19, 𝑚 = 9.1 ∗ 10−31 

were modeled. All the particles start the motion from the initial point (5,10,15). On Figs. 

2 – 3 the motion of the particles is shown for different position of coils. Fig. 4 shows the 

motion of Na ion from the point (0,0,0) when electric field is added. 

 

 

 

Fig. 2. Four coils with coordinates (-272, 0, -272), (141, 0, 332), (-130, 0, 348), (284, 0, -284). 
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Fig. 3. Four coils with coordinates (-331, 0, -74), (0, 0, 317), (-322, 0, 51), (284, 0, -280). 

 

 

  
 

Fig. 4. Four coils with coordinates (-257, 0, -257), (293, 0, 293), (-325, 0, -10), (273, 0, -137).  Electric 

intensity is 30v/m, 𝛽 = 60°, 𝛾 = 55°. 
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5. CONCLUSION 

Development of tools for computer modeling of magnetic field distribution and 

the motion of various particles in the field is the important task which may help in 

studying the influence of low frequency magnetic field on living tissues and estimate the 

effectiveness of various curative sessions. Further investigations lead to a natural using 

other mathematical models which may be applicable not only for air but for different 

environments as well. 
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