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Abstract  

 

In this paper the problem of exact model matching by dynamic measurement 

output feedback for linear time-invariant systems is studied. Explicit necessary and 

sufficient conditions are given for the problem to have a solution over the Euclidean ring 

of proper rational functions.  A simple procedure is given for the computation of the 

controller that solves the problem. The design procedure consists of solving a linear 

equation in proper rational matrices over the Euclidean ring of proper rational functions. 

 

 

1. INTRODUCTION 

The exact model matching with stability by dynamic measurement output 

feedback was studied in [1] and [2] where necessary and sufficient conditions have been 

established for the existence of solution. In [3] a sufficient condition has been established 

for the solution of exact model matching problem with stability and an efficient 

computational method to determine it is given. In [4] it is studied and completely solved 

the exact model matching problem with stability by constant measurement output 

feedback for a class of linear time-invariant systems. In particular, necessary and 

sufficient conditions are established for the existence of solution and an algorithm to 

determine it is given. The purpose of this paper is to present a simple solution of the exact 

model matching problem by dynamic measurement output feedback for linear time-

invariant systems over the Euclidean ring of proper rational functions. In particular, 

necessary and sufficient conditions are established which guarantee the existence of 

solution over the Euclidean ring of proper rational functions and a procedure is given for 

the computation of this solution. Our approach has certain advances over the known 
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results in literature [1], [2] and [3], since it proves that the existence of solution of the 

exact model matching problem by dynamic measurement output feedback for linear time-

invariant systems over the Euclidean ring of proper rational functions depends on the 

infinite zero structure of proper rational matrices of mathematical model of open-loop 

system. The above clearly demonstrates the contribution of this paper with respect to 

existing results. 

 

2. PROBLEM STATEMENT 

Let us consider a linear time-invariant system with external model described by 

the following equations 

 

 [
𝐲c(z)

𝐲𝐦(z)
] = [

𝐀(z) 𝐁(z)

𝐂(z) 𝐃(z)
] [

𝐮(z)

𝐰(z)
] (1) 

 

where u(z)ЄRm is the vector of control inputs w(z)ЄRq is the vector of disturbance inputs, 

ym(z)ЄRp is the available measurement output vector, yc(z)ЄRs is the vector of outputs to 

be controlled and A(z), B(z), C(z) and D(z) are proper rational matrices of appropriate 

dimensions. The exact model matching problem by dynamic measurement output 

feedback is defined as follows. Find the controller: 

 

 𝐮(z) = 𝐅(z)𝐲m(z) (2) 

 

where F(z) is proper rational matrix of appropriate dimensions, so that the transfer 

function Tc(z) relating w(z) and yc(z) of the compensated system: 

 
 𝐓c(z) =  𝐀(z)𝐅(z)[𝐈 −  𝐂(z)𝐅(z)]−1 𝐃(z) +  𝐁(z) (3) 

 

is a prescribed proper and stable rational matrix H(z). Ιn particular, we will examine if 

there exists a dynamic output feedback (2) such that 

 

 Tc(z) = H(z) (4) 

 
If so, give necessary and sufficient conditions for existence and a procedure to calculate 

F(z). 
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3. BASIC CONCEPTS AND PRELIMINARY RESULTS 

Let  𝐑p(z) be the Euclidean ring of proper rational functions in z. A matrix W(z) 

whose elements are proper rational functions is called proper rational matrix. A square 

matrix U(z) over  𝐑p(z) is said to be biproper if its inverse exists and is also proper. A 

conceptual tool for the study of the structure of rational matrices is the following standard 

form. Every proper rational matrix W(z) of dimensions p x m with rankW(z)= r, can be 

expressed as: 

 

 W(z) = U1(z) M(z) U2(z) (5) 

 

The matrices U1(z) and U2(z) are biproper and the matrix M(z) is given by: 

 

 𝐌(z) =  [
𝐌𝑟(z) 𝟎

𝟎 𝟎
] (6) 

 

where 𝐌𝑟(z) = diag [z−δ1, …… , z−δr] and δ1≤….≤δ𝑟 are nonnegative integers uniquely 

determined by W(z). This is the Smith-McMillan form over  𝐑p(z)  [5], [6] and the non-

negative integers δ𝑖  for i =1, 2, …,.r, determine the structure of the infinite zero of W(z). 

The following Lemmas are taken from [5] and are needed to prove the main 

theorem of this paper. 

Lemma 1. Let P(z) and Q(z) be rational matrices with elements in 𝐑p(z). Then the 

equation: 

 

 𝐏(z)𝐗(z) = 𝐐(z) (7) 

 

has a solution over 𝐑p(z) if and only if the matrices 𝐏(z) and [𝐏(z), 𝐐(z)] have the same 

infinite zero structure. 

  Lemma 2. Let N(z) and R(z) be rational matrices with elements in 𝐑p(z).  Then the 

equation: 

 

 𝐘(z)𝐍(z) = 𝐑(z) (8) 
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has a solution over  𝐑p(z) if and only if the matrices N(z) and [
𝐍(z)
𝐑(z)

] have the same 

infinite  zero structure. 

 

4. MAIN RESULTS 

Let rank[A(z)]=r then there exists biproper matrices U1(z) and U2(z) [6] which 

reduce A(z) to the Smith–McMillan form over Rp(z): 

 

 𝐀(z) =  𝐔1(z) [
𝐀𝑟(z) 𝟎

𝟎 𝟎
]  𝐔2(z) (9) 

 

where 𝐀𝑟(z) = diag [z−δ1, …… , z−δ𝑟].   The non-negative integers δ𝑖  for  i =1, 2, ….,r, 

determine the structure of the infinite zero  of 𝐀(z). Let also: 

 

 𝐋(z) = 𝐇(z) − 𝐁(z) (10) 

 

Denote 

 𝐔1
−1(z) 𝐋(z)  =   [

𝐋1(z)

𝐋2(z)
] (11) 

 

The matrix 𝐋1(z)  in (11) has r rows. 

The main result of this paper is given below, in particular the main theorem of this 

section gives necessary and sufficient conditions for the existence of a dynamic 

measurement output feedback that solves the exact model matching problem over the  

Euclidean ring of proper rational functions. 

  Theorem. The exact model matching problem by dynamic measurement output 

feedback has a solution over Rp(z) if and only if  the following conditions hold: 

(a) The matrices A(z) and [A(z), L(z)] have the same infinite zero structure. 

(b) The matrices D(z) and [
𝐃(z)

𝐀𝑟
−1(z)𝐋1(z)

] have the same infinite zero structure. 

  Proof: To prove necessity, write the transfer function of the closed – loop system 

given by equation (3) as follows: 

 

 𝐓c(z) =  𝐀(z)𝐗(z) 𝐃(z) +  𝐁(z) (12) 
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where the matrix X(z) is given by: 

                                 
 𝐗(z) = 𝐅(z)[𝐈 −  𝐂(z)𝐅(z)]−1 (13) 

 

Suppose that the exact model matching problem by dynamic measurement output 

feedback has a solution. Then equation (12) can be rewritten as follows: 

 

 𝐀(z)𝐗(z)𝐃(z) +  𝐁(z) = 𝐇(z) (14)       

       

Using equation (10), equation (14) can be rewritten as follows: 

 

 𝐀(z)𝐗(z)𝐃(z) = 𝐇(z) − 𝐁(z) = 𝐋(z) (15) 

 

If we define 𝐘(z) = 𝐗(z)𝐃(z)  then equation (15) can be rewritten as follows: 

 

 𝐀(z)𝐘(z) = 𝐋(z) (16) 

 

Since by assumption the exact model matching problem by dynamic measurement 

output feedback has a solution, the equation (15) has a solution for 𝐗(z) over 𝐑p(z) and 

therefore equation (16) has also a solution for 𝐘(z)  over 𝐑p(z).  Hence, according to 

Lemma 1 the matrices 𝐀(z)  and [𝐀(z), 𝐋(z)]  have the same infinite zero structure. This 

is the condition (a) of the Theorem. Using (9) equation (15) can be rewritten as follows: 

          

 𝐔1(z) [
𝐀𝑟(z) 𝟎

𝟎 𝟎
]  𝐔2(z) 𝐗(z) 𝐃(z) = 𝐋(z) (17) 

            

Or equivalently: 

 

 [
𝐀𝑟(z) 𝟎

𝟎 𝟎
]  𝐔2(z) 𝐗(z) 𝐃(z) = 𝐔1

−1(z) 𝐋(z) (18) 

 

Using equation (11), equation (18) can be rewritten as follows: 

 

 [
𝐀𝑟(z) 𝟎

𝟎 𝟎
]  𝐔2(z) 𝐗(z) 𝐃(z) = [

𝐋1(z)

𝐋2(z)
] (19) 
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From equation (19) we have that: 

 

 [ 𝐀𝑟(z) 𝟎]𝐔2(z) 𝐗(z) 𝐃(z) = 𝐋1(z) (20) 

 

Or equivalently: 

 

 𝚽(z) 𝐃(z) = 𝚨𝑟
−1(z)𝐋1(z) (21) 

 

Where the matrix 𝚽(z) over Rp(z) is given by: 

 

 𝚽(z) = [𝐈𝑟    𝟎] 𝐔2(z) 𝐗(z) (22) 

 

Since by assumption X(z) exists and is proper as well, equation (21) has a solution for 

𝚽(z)  over 𝐑p(z).  Hence according to lemma 2 the matrices 𝐃(z)  and [
𝐃(z)

𝐀𝑟
−1(z)𝐋1(z)

] 

have the same infinite zero structure. This is the condition (b) of the Theorem.  

The sufficiency of conditions (a) and (b) can be proved as follows. Condition (a) 

guarantees that the matrix L2(z) in (19) is zero. Since L2(z) = 0 and the rational  matrix 

Ar(z) is nonsingular, equation (15) is equivalent to equation (21). Then according to 

Lemma 2, condition (b) guarantees that the equation (21) has a solution for 𝚽(z) over 

𝐑p(z). Since 𝚽(z) is a solution over 𝐑p(z) of equation (21), from relationship (22) it 

follows that: 

 

 𝐗(z) = 𝐔2
−1(z) [

𝚽(z) 
𝟎

] (23) 

 

is a solution over 𝐑p(z) of  equation (15) or equivalently of equation (12).  Furthermore 

from (13) it follows that: 

 

 𝐅(z) = [𝐗(z)𝐂(z) + 𝐈]−1𝐗(z) (24) 

 

The matrix 𝐅(z) given by (24) with 𝐗(z) given by (23) is proper and satisfies 

equation (3) and therefore the exact model matching problem by dynamic measurement 

output feedback has a solution over 𝐑p(z). This completes the proof. 
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5. COMPUTATION OF THE CONTROLLER 

      In this section a procedure is given for the calculation of proper solution of 

exact model matching problem by dynamic measurement output feedback.  

Given:  𝐀(z), 𝐁(z), 𝐂(z),𝐃(z) and 𝐇(z) 

Find:  𝐅(z) 

Step 1.  Let rank 𝐀(z) = 𝑟 . Find biproper matrices 𝐔1(z) and 𝐔2(z) [6], which reduce 

𝐀(z) to the Smith–McMillan form over 𝐑p(z). 

 

 𝐀(z) =  𝐔1(z) [
𝐀𝑟(z) 𝟎

𝟎 𝟎
]𝐔2(z) 

 

where 𝐀𝑟(z) = diag [z−δ1, …… , z−δ𝑟].  Let  L(z)=H(z)-B(z). Denote 

 

  𝐔1
−1(z) L(z) = [

𝐋1(z)

𝐋2(z)
] 

 

where 𝐋1(z) has r rows. 

Step 2. Check the conditions (a) and (b) of the Theorem. If these conditions are satisfied 

go to step 3. If not go to step 6. 

Step 3. Solve equation (21) and find 𝚽(z). 

Step 4. Set 

 

𝐗(z) = 𝐔2
−1(z) [

𝚽(z) 
𝟎

] 

 
Step 5. Set 

 

𝐅(z) =  [𝐗(z)𝐂(z) + 𝐈]−1𝐗(z) 

 

Step 6. Our problem has no solution. 

 

6. CONCLUSIONS 

In this paper the solution of exact model matching problem by dynamic 

measurement output feedback over the Euclidean ring of proper rational functions is 

studied. Necessary and sufficient conditions have been established for the problem to 
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have a solution. A simple procedure is given for the computation of the dynamic 

controller that solves the problem. The design procedure consists of solving a linear 

equation in proper rational matrices over the Euclidean ring of proper rational functions. 

In our point of view the main results of this paper are useful for further understanding of 

exact model matching problem with stability by dynamic measurement output feedback. 
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Abstract 

 

In this article the main aim of the research is to investigate EM exposure 

influence on a human homogenous model located in a car and study possible resonant 

fields. This problem is very topical, because in some cases the excitation source is 

located in vicinity to the sensitive tissues. We have investigated several cases when a 

human with a cellphone is located inside a car and also the case when the EM source is 

the base station antenna. The problems are solved using the Method of Auxiliary Sources 

(MAS) with a user friendly program package, created for numerical experiments 

realization for these particular problems. The results of the numerical experiment are 

presented and analyzed. 

 

 

1. INTRODUCTION 

With the rapid development of new technologies, such as mobile phones and other 

communication systems, exposure of users to electromagnetic fields (EMF) has 

enormously increased in recent years. It is important to study their EM influence on 

human, because excitation source is located very close to the sensitive tissue. Also it is 

important to obtain some general conclusions about the nature of exposure process, in 

order to elaborate some safety recommendations and standards. Our goal in this research 

is to investigate EM influence on human, when it is located inside the car and study the 

fields’ behavior in the near and far zone. There are many factors to consider, like 

complex body geometry [1], [2], location in an enclosed or semi-enclosed room, wall 

transparency and users hand position, etc.  It is impossible to thoroughly quantitatively 

consider all these details, but we can estimate most importance of them.  
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 In spite of many works on this issue, the problem is not studied completely. EM 

absorption by human is measured in terms of specific absorption rate (SAR) [3] and it is 

measured in watt per kilogram (W/kg) [4]. In the article [5] are investigated several 

scenarios with Mummy: one is when the Mummy is located inside of a room while 

talking over the mobile phone. The other is when the Mummy is located inside of the 

room but the EM source is a base station antenna located outside. For these cases are 

studied the influence of the room walls transparency on the formation of the near field 

inside the room and far field pattern. As the numerical experiments shows, in some cases, 

the room behaves as a resonator and amplifies the radiated field. The field value may be 

amplified and be dangerous for the user. The Method of Auxiliary Sources is used to 

solve efficiently all these problems [6]. 

 

2. MODELS, METHODS AND RESULTS OF NUMERICAL SIMULATIONS 

During the EM Exposure influence investigation, it is forbidden to conduct real 

experiments on humans. Because of this the main tools of investigation represents the 

computer modeling based on numerical methods. There are studied two cases: first when 

EM source is inside the car and second case when EM source is base station antenna 

located outside, for both cases human is located inside the car. We use a homogenous 

dielectric human shaped body ‘Mummy’ with averaged permittivity and losses values 

(according to muscle, bone and blood), since their inhomogeneity does not affect the final 

results significantly. The use of such model is needed to implement the Method of 

Auxiliary Sources for calculations diffraction problems on human model for the big 

scenarios, when it is located inside the car. It is important to take into account the 

possible resonant effects in the car, study SAR distributions for the human model and 

near and far field distribution in case of mobile phone and base station antenna. 

Application of the MAS is deduced to the construction of two couples of closed 

auxiliary surfaces inside and outside of the “Mummy” and also inside and outside of the 

surrounded semi open surface like the car (figure 1). Along the surfaces of the “Mummy” 

and so called the car, as it is possible homogeneously, we distribute the N and M numbers 

of points, correspondingly. On these auxiliary surfaces from both sides are distributed the 

same numbers combined auxiliary sources with unknown complex coefficients, which 
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have meaning of the criterion weigh. These unknown complex amplitudes of the auxiliary 

sources must be found by the boundary conditions satisfaction using the collocation 

method for the scattered field on the human body model - as on the dielectric (the 

continuity of the electric and magnetic field tangential components). On the semi open 

surface inside and outside (the tangential component of the electric field must be zero) 

and on the open parts (windows) of the car (as on the dielectric) – continuity of the fields.  

 

Figure 1. MAS model of cavity with using auxiliary surfaces. 

 

The calculations were conducted at the 300 MHZ and 450 MHZ frequencies. The 

combined dipole (Huygens source) was used as auxiliary source for the calculations. 

In this paper we introduce a new approach to use the MAS methodology. Our final 

goal is to find the near field distribution inside of the human body as well as inside and 

outside of the car. We consider human homogenous model like Mummy, with complex 

permittivity, ε=45+i2, (an averaged value considering blood, muscle and bones). Several 

scenarios have been studied (when source is mobile phone and base station antenna).  The 

EM field incidence angle is 300 which means, that base station antenna is located 

sufficiently near. Obtained results are presented below. Values of the near field 

distribution and SAR are provided in the relative units. 

 

a) 
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                                               b)                                            c) 

Figure 2. Near field distribution in the car (a) and far field pattern (b), SAR distribution inside of human 

body (c) at 300 MHz (source is inside the car). 

 

In the fig.2 a) and fig.3 a) are presented near field distribution in the car, far field 

pattern and SAR distribution inside of the head at the 300 MHz and 450 MHz, when 

source is mobile phone are shown on fig.2 b), fig.3 b) and fig.2 c) and fig.3 c) 

respectively.  As it seen from the obtained results at the 300 MHz inside the car is created 

high reactive field, which might be dangerous for human. 

 

a) 

 

                                                b)                                     c) 

Figure 3. Near field distribution in the car (a) and far field pattern (b), SAR distribution inside of human 

body (c) at 450 MHz (source is inside the car). 
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The results show that the resonant field is generated inside the car for both 300 

MHz and 450 MHz frequencies, the part of radiated energy is goes through the window 

and the significant part is absorbed by the human body.  At 450 MHz frequency the field 

value about six times higher than for 300 MHz frequency. As we see from these results at 

the 450 MHz pick SAR value one order higher than at the 300 MHz frequency.  

The near field distribution for the case when the source is the base station antenna 

is shown of fig.4 a). The far field pattern and SAR distribution inside of human head at 

the 450 MHz are presented on fig. 4 b) and c) respectively.  

 

 
a) 

 

                                                b)                                             c) 

Figure 4. Near field distribution in the car (a) and far field pattern (b), SAR distribution inside of human 

head (c) at 300 MHz (source is base station antenna). 
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a) 

 
                                                     b)                                                 c) 

 
Figure 5. Near field distribution in the car (a) and far field pattern (b), SAR distribution inside of human 

head (c) at 450 MHz (source is base station antenna). 

 

At the 450 MHz frequency, in case when source is base station antenna, obtained 

results are presented on the fig.5. The near field distribution for this case is shown on 

fig.5 a). For far field pattern we got result which is presented on fig.5 b) and SAR 

distribution inside of human head is shown on fig.5 c). 

The EM field reaches inside the car through the window and the most part of this 

field energy is absorbed by the human body.  For both cases the field values are smaller 

than in case when the EM source is inside the car, because the source is far from the 

human body. The obtained results show, that    in case when EM source is base station 

antenna, pick SAR value at the 450 MHz is about five times higher than at the 300 MHz 

frequency. If we compare the obtained results all these considered cases, we see that 

reactive field and pick SAR values are higher in case when EM source is inside the car. 

 

3. CONCLUSION 

In this research we introduce a new approach to use the MAS methodology.  

There was considering human homogenous model like Mummy. We study far field 

pattern and near field distribution inside of the human body as well as inside and outside 
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of the car.  Also we study SAR distribution inside the homogenous human model head 

and we see that reactive field and pick SAR values are higher in case when EM source is 

inside the car, then in case when source is base station antenna.  

Based on the obtained results we can make the following safety recommendation: 

It is not desirable speak on phone for a long time if user is located inside the car. The 

calculations, conducted with the created program package, showed the presence of 

resonance and reactive fields in several big scenarios, which could be dangerous for a 

human. It is important to note, that we study electromagnetic exposure problem for one 

human model, in some cases the results will not be applicable for other models. Every 

human is unique and differs in form, dimensions, weight and so more studies may be 

needed to make a firm conclusion. 
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Abstract 

 

The diffusive and infiltrative nature of glioma brain tumours and in particular 

glioblastoma constitutes a major barrier to their effective treatment. The present paper 

focuses on the numerical handling of a pertinent Neumann boundary value problem in 

the three-dimensional space acting as a tri-scale reaction – diffusion model of primary 

glioma growth and invasion into the surrounding normal brain. A complex anatomical 

and geometrical domain bounded by the skull is considered. The model takes into 

account the highly inhomogeneous nature of human brain. The generic finite difference – 

time domain (FDTD) method and more specifically the Crank – Nicolson technique in 

conjunction with the biconjugate gradient system solver have been utilized for the 

numerical solution of the problem. The model has been partly validated through 

comparing its predictions with real values of clinically pertinent macroscopic tumour 

characteristics. Numerical results are presented. They illustrate the potential of the 

model to support the clinician in designing the optimal individualized treatment scheme 

and/or schedule by using the patient’s personal multiscale data and by experimenting in 

silico (=on the computer). 

 

 

1. INTRODUCTION 

Malignant gliomas, in general, and astrocytomas, in particular, account for 

approximately 50% of primary central nervous system (CNS) tumours in adults [1]. The 
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median survival for glioblastoma multiforme (GBM) is 10-12 months. Because of the 

infiltrative nature of malignant gliomas [1,2], even a gross total resection is associated 

with tumour recurrence. In order to partly alleviate the corresponding complex treatment 

problem, cancer mathematical modelling [3] of diffusive tumour growth has been 

proposed and a number of models have been developed [2, 4]. The practical goal of this 

work, which can be viewed as a synthesis and an important extension of previous efforts 

[4], is to develop a “bottom-up” tri-scale diffusion-reaction based mathematical model of 

glioma growth and invasion that would serve as the core of the “Continuous Mathematics 

Based GBM Oncosimulator.” [3]. For a biologically meaningful and computationally 

reliable diffusion-reaction based solution to the problem, consideration of the actual 

physical boundary of the cranium is important. An improper handling of the boundary 

conditions may lead to an unnatural behaviour of the simulated system and artificial loss 

of tumour cells. The model focuses primarily on the detailed numerical handling of the 

adiabatic Neumann boundary conditions imposed by the presence of the skull, 

considering the spatiotemporal characteristics of glioblastoma invasion.  

 

2. THE TRI-SCALE REACTION – DIFFUSION MODEL 

If Ω is the brain domain, GBM tumour growth and brain infiltration can be 

expressed by equation [5]: 

 
∂c(x⃗ ,t)

∂t
=∇∙[D(x⃗ ) ∇c(x⃗ ,t)]+ρ c(x⃗ ,t)-G(t)c(x⃗ ,t) in Ω                       (1) 

 

where 
∂c(x⃗ ,t)

∂t
 denotes the rate of change of tumour cell concentration c at any spatial point 

x⃗  and time t, D denotes the diffusion coefficient and represents the active motility of 

tumour cells, ρ c(x⃗ , t)  expresses the net proliferation of tumour cells and 

G(t)c(x⃗ , t)  defines the loss of tumour cells due to treatment and also indirectly involves 

insufficient and inadequate angiogenesis. 

The model takes into account the highly inhomogeneous nature of human brain. 

Two different approaches have been developed: the homogeneous and the 

inhomogeneous approach. In the inhomogenous approach, the structures of white matter, 

grey matter, cerebrospinal fluid (CSF) are taken into consideration and three values of the 
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parameter D are considered: Dg, Dw and DCSF if  (x⃗ ) belongs to grey matter, white matter 

and CSF respectively. In the homogenous approach, where for simplification 

homogeneous brain tissue is considered, D has the same value all over the intracranial 

space. 

Regarding the initial condition for the reaction–diffusion system, it is assumed 

that the initial spatial distribution of malignant cells is described by a known function f(x⃗ ). 

In order to complete the model formulation, appropriate boundary conditions have to be 

added precluding migration beyond the skull boundary. Neumann boundary conditions, 

which correspond to no net flow of tumour cells out of or into the brain region across the 

brain-skull boundary, have been imposed. 

   In order to numerically apply the Neumann boundary condition, “fictitious 

nodes”, Fi,j,k, have been used [6]. Their number is equal to the number of the adjacent 

nodes that belong to the cranium. An indicative case of numerically applying the 

boundary condition at the boundary point (xi, yj, zk) in the negative z direction is the 

following: 

 

− 
∂c

∂z
|
(xi,yj,zk)

= 0 ⇒ ci,j,k+1 = cFi,j,k−1
                               (2) 

 

An indicative equation at the boundary grid point (xi , yj, zk) where skull tissue is 

found only in the negative x and the negative y direction by applying the Crank - 

Nicolson scheme is (3) for the homogeneous and (4) for the inhomogeneous approach 

respectively. 

 

[1+6λ-
∆t

2
(ρ-G)]ci,j,k

t+1 -λ(2ci+1,j,k
t+1 +2ci,j+1,k

t+1
+ci,j,k+1

t+1 +ci,j,k-1
t+1 )= 

[1-6λ+
∆t

2
(ρ-G)]ci,j,k

t +λ(2ci+1,j,k
t +2ci,j+1,k

t +ci,j,k+1
t +ci,j,k-1

t )                      (3) 

 

[1+6λi,j,k-
∆t

2
(ρ-G)] ci,j,k

t+1 -2λi,j,kci+1,j,k
t+1 -2λi,j,kci,j+1,k

t+1 - (λi,j,k+
λi,j,k+1-λi,j,k-1

4
) ci,j,k+1

t+1 - (λi,j,k-
λi,j,k+1-λi,j,k-1

4
) ci,j,k-1

t+1 = 

[1-6λi,j,k+
∆t

2
(ρ-G)] ci,j,k

t +2λi,j,kci+1,j,k
t +2λi,j,kci,j+1,k

t + (λi,j,k+
λi,j,k+1-λi,j,k-1

4
) ci,j,k+1

t + (λi,j,k-
λi,j,k+1-λi,j,k-1

4
) ci,j,k-1

t  

                         (4) 
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where ci,j,k
t  is the finite difference approximation of c at the grid point (xi  yj, zk) at time t, 

Δt is the time step size for the time discretization, h is the space step size at each axis of 

the gridding scheme for the space discretization, λ = D∆t / [2(h)2]  and λi,j,k =

Di,j,k∆t / [2(h)2]. The resulting system of equations may be written equivalently in the 

form Α⃗⃡  x⃗ =  b⃗  where x⃗  denotes a vector that contains an approximation of the solution c 

at the mesh nodes at time t. Due to the high complexity of the biological system the Bi-

Conjugate Gradient method (BiCG) has been applied [6]. 

 

3. MODEL SIMULATIONS 

Three-dimensional simulations of untreated glioma growth, assuming a complex 

anatomical and also geometrical domain bounded by the skull, have been performed. A 

three dimensional image of a typical real human head has been considered. The dataset 

used has been acquired from 3d Slicer which is a freely available application for image 

analysis and automatic segmentation of brain structures from MRI data. Two different 

scenarios have been executed and mutually compared; the homogeneous and the 

inhomogeneous scenarios. In the first case homogeneous brain tissue is considered.  In 

the second case the structures of white matter, grey matter, CSF and skull have been 

segmented. Following the delineation of the skull boundary, a fictitious growing virtual 

spherical glioblastoma tumour of radius equal to 0.7 cm has been virtually placed inside 

the cranial cavity. It should be noted that glioblastoma diagnosis is possible when the 

volume of an enhanced CT-detectable tumour has reached a size equivalent to a sphere 

with an average 3 cm diameter [5].  

The typical values of the parameters that have been used for the production of the 

results have been carefully selected from pertinent literature so as to best reflect aspects 

of glioblastoma dynamics. The net tumour growth rate ρ, which represents the net rate of 

tumour growth including tumour cell proliferation, loss and death has been set equal to 

0.012 d-1 [5].  For the inhomogeneous scenario the value of the space dependent 

diffusion coefficient Di,j,k, has been calculated as the average value of the growing 

diffusion coefficient and the migrating diffusion coefficient (Dg =0.000102cm2/d, 

Dw=0.00051cm2/d and DCSF=0.000001 cm2/d) [7]. 
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Figure 1. Coronal slice and a three dimensional  snaphot of a virtual tumour for the inhomogeneous (second 

panel column) and homogeneous (third panel column) case after 180 simulated days. In the upper panels, 

the colour intensity level depends logarithmically on the tumour cell concentration. 

 

The value of D for the homogeneous case has been estimated as the weighted 

average value of the diffusion coefficient for white matter, grey matter and CSF 

(D=0.00038cm^2/day). The concentration of tumour cells within the initial tumour has 

been arbitrarily assumed uniform and equal to 106 cells/mm3 [8]. Diffusion phenomena 

before the time point corresponding to the start of the simulation have been ignored. 

Regarding the parameters associated to the numerical methods used, the time step Δt, the 

space step size h and the convergence tolerance for the bi-conjugate gradient method 

have been chosen equal to 0.5 d, 0.1 cm and 10-6 respectively. The virtual tumour grows 

for 180 days after the initialization time point. Figure 1 shows a virtual tumor on the first 

and the 180th simulated day for the inhomogeneous and homogeneous scenario. Figure 2 

depicts tumour cell density for the inhomogeneous case. The simulated volume appears to 

meet the expected clinical macroscopic behaviour of glioblastoma. Moreover, the 

resulting virtual tumours proved the adiabatic behaviour of the skull without artificial cell 

loss in the skull-brain barrier. It is noted that the threshold of tumour detection has been 

set equal to 8000 tumour cells/mm3 according to [5]. 
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Figure 2. Tumour cell density along the x axis (the horizontal axis of the coronal plane) passing through the 

centre of the initial tumour for different simulated time points. 

 

 

The doubling time for gliomas, which is a classical metric of glioma growth 

quantification, ranges from 1 week to 12 months covering the range of high to low grade 

gliomas [9]. Predictions of the doubling time for both cases lie within published ranges. 

The typical value of 2 months is observed on the 33th simulated day.  Following an in 

silico theoretical exploration indicates that even by using a pertinent homogeneous brain 

based model, a rough but nonetheless informative estimate of the expected tumour 

doubling time can be achieved. 

 

6. CONCLUSION 

The major highlight of the paper is an explicit and thorough tri-scale numerical 

handling of the Neumann boundary value problem of GBM growth and invasion into the 

surrounding normal brain tissue in three dimensions. The heterogeneous nature of human 

brain and the complexity of skull geometry have been taken into consideration. 

Comparison of the simulation predictions with clinical observational data has supported 

the reliability of the model. It has also illustrated the model’s potential to be used as a 

basis for an individualized treatment planner through in silico experimentation by 

exploiting the patient’s multiscale data. The presented model could serve as the main 

component of a continuous mathematics based GBM Oncosimulator. Moreover, the study 

has established a generic methodology which could be translated into other 

mathematically similar phenomena of physics, chemistry biology and other domains. 
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Further model development will also include explicit tumour response to treatment and 

an extensive clinical adaptation and validation of the extended model.  
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Abstract 

    

A multi-channel EMG amplifier and acquisition system is proposed. The system is 

composed of portable signal amplifier and dedicated real-time signal processing 

software.  The system is intended to be used with myoelectric prostheses, therefore there 

is an emphasis on the multichannel real-time acquisition, portability, current 

consumption and connectivity features. The goal of the design is to implement the latest 

low-power high speed technologies available on the market today and also the system is 

intended to test EMG signal processing algorithms. This document covers the EMG 

signal all the way from the muscle through the amplifier, the Driven Right Leg (DRL) 

noise suppressor, filtering, digitalization, PC communication, the signal processing 

algorithm and the real-time visualization of the results. The article includes complete 

schematics, analysis and tests of the device.  

 

 

1. INTRODUCTION 

   The ‘Sommerfeld radiation problem’ is a well-known problem in the area of 

propagation of electromagnetic (EM) waves above flat and lossy ground [1]. The original 

Sommerfeld solution to this problem is provided in the physical space by using the ‘Hertz 

potentials’ and it does not end up with closed- form analytical solutions. 
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In [2], the authors considered the problem from a spectral domain perspective, 

which led to relatively simple 1-D integral representations for the received EM field. 

Then with the use of the Stationary Phase Method (SPM, [2]) novel, closed-form analytic 

formulas were derived, applicable in the high frequency regime. 

The comparison between the analytical expressions of [2] and their integral 

counterparts was performed in [3] where the requirements for the applicability of the 

SPM method were extracted. However, as mentioned there, due to the peculiarities of the 

integrands, which possess particular singularities, the integral expressions of [2] are not 

easily evaluated using standard numerical integration techniques, as for example the 

adaptive Simpson’s method used in [3].  As a result, a confirmation of the results by 

using alternative integral evaluation techniques is justified. In this work, the results for 

the received EM field, taken via the application of the previously mentioned SPM method 

are juxtaposed against the ones available in a related research work [4]. The latter are 

obtained via ‘a claimed to be accurate’ evaluation of the original Sommerfeld integrals 

using commercially available simulation software, namely AWAS [4]. 

The last part of this work is devoted to comparing the above mentioned SPM-

based analytical expressions to a well–known empirical model for path loss prediction, 

particularly Okumura- Hata [5]. This, as well as similar comparisons to be performed in 

the future, will eventually determine the extent to which the easily implemented model of 

[2] can be used for radio wave prediction in real life scenarios. 

 

2. PROBLEM GEOMETRY 

The problem geometry is shown in Figure 1. A vertical Hertzian Dipole (HD), of 

dipole moment p, directed to the positive x axis, at altitude x0 above infinite, flat, lossy 

ground radiates time-harmonic electromagnetic (EM) waves at angular frequency ω=2πf 

(e-iωt time dependence is assumed). The relative complex permittivity of the ground is 

εr
′= ε′/ε0 = εr +iσ/ωε0, σ being the ground conductivity, f the carrier frequency and 

ε0=8,854x10-12F/m the absolute permittivity in vacuum or air. The wavenumbers of 

propagation are: 

 0011101 μεωμεωω  ck  (1) 

 )ωε/σi(εμεωω 00122202  rkck  (2) 
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Figure 1. Geometry of the problem 

 

In Figure 1, point A΄ is the image of the HD with respect to the ground, r1 is the 

distance between the source and the observation point (OP), r2=(A΄A) the distance 

between the image and the OP, θ the ‘angle of incidence’ at the so–called ‘specular point’ 

and φ=π/2–θ the so–called ‘grazing angle’ 

 

3. INTEGRAL SPECTRAL DOMAIN REPRESENTATIONS FOR THE 

RECEIVED ELECTRIC FIELD AND ANALYTIC EXPRESSIONS IN THE HIGH 

FREQUENCY REGIME 

In [2] it is shown that the electric field at the receiver’s position above the ground 

level (x>0) can be expressed with the following integral formula (ELOS denotes the direct 

field): 
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and H0
(1)

 is the Hankel function of first kind and zero order. Application of the ‘Stationary 

Phase Method’ (SPM) to (3), leads to the following analytic expressions for the electric 

field vector scattered from the plane ground, in the far field region and in the high 

frequency regime ( for x>0) [3]: 
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where: 
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with kρs being the stationary point obtained from the SPM method [2]. 

 

4. EXPERIMENTS 

In this section various illustrations are presented, comparing the model of Section 

3 with (i) the accurate Sommerfeld formulation, employed in related research work [4] 

and (ii) Okumura – Hata empirical model for path loss prediction [5]. 

 

4.1. Comparison with Sommerfeld formulation 

Figure 2 depicts the vertical component of the total received electric field, Ex, due 

to the radiation of a half wavelength, vertical dipole antenna above flat, lossy ground. The 

various plots refer to different transmitter heights. The set of the simulation parameters 

used for the production of these plots are shown in Table 1: 

 
Table 1.  Simulation parameters 

Symbol Description Value 

F Operating frequency 1GHz 

x0 Height of transmitting dipole 5m, 10m, 20m, 100m, 500 m 

X Height of observation point 2m 

J Distance range 1m – 50km 

P Radiated Power1 150W 

2h Length of the dipole antenna λ/2 

εr Relative dielectric constant of ground (typical urban ground) 4.0 
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Σ ground conductivity 0.0002 S/m 

1 Used only in the simulated scenario of Section 3. The respective value used in [4] is not mentioned 

 

 

Figure 2. Variation of the magnitude of the Ex component (μV/m), for various transmitting antenna heights 

 
The top plot of Figure 2 refers to the field values according to the analytical 

expressions (5) – (7), whereas the bottom one are the respective results obtained after 

accurately evaluating the ‘Sommerfeld integrals’ for the total received EM field, [4]. 

Evidently, the results are in very good agreement. The SPM–based analytical 

method of Section 3 predicts the theoretical field behavior and this is true both for the 

near field as well as the far field region, as they are defined in [4].  In this regard, the so-

claimed in [3], ‘high frequency regime analytical method’ of [2], is validated for such 

high frequencies as 1GHz. 
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As another validation of the previous arguments, Figure 3 depicts the behavior of 

the electric field, for various scenarios regarding the electrical parameters of the ground, 

according to Table 2: 

 

Table 2.  Simulation parameters 

Parameter Value 

Operating frequency 900MHz 

Height of transmitting dipole 5m 

Height of observation point 2m 

Distance range 1m – 50km 

Radiated Power1 150 W 

Length of the dipole antenna λ/2 

Ground Parameters εr σ (S/m) 

Poor urban ground 4 0.001 

Average ground 15 0.005 

Good ground 25 0.02 

Fresh water 81 0.01 

Sea water 81 5.0 

1 Used only in the simulated scenario of Section 3 

 

 
 

Figure 3. Variation of the magnitude of the Ex component (dΒμV/m) for various types of ground 

 
The field behavior shown in Figure 3 is almost identical to that presented in 

Figure 7 of [4], which is the equivalent case to the scenario considered here. In other 

words, the analytic expressions (5) – (7) validate the important finding of [4] (reached by 

numerical evaluation of the ‘Sommerfeld integrals’), namely the fact that the type of the 

ground does not influence significantly the received EM field values. 
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4.2. Comparison with Okumura – Hata empirical model 

A preliminary check of the model proposed hereby against the well- known 

Okumura – Hata (OH) empirical model [5], commonly used for predicting signal loss in 

land mobile radio services, is carried out.  Figure 4 below illustrates the comparison. 

 
 

Figure 4. Comparison with OH model for urban (urb), suburban (sub) and rural (rur) environment 

 

From Figure 4, it is evident that the proposed model exhibits similar behavior to 

the Okumura-Hata model for the case of an open (rural) area. On the contrary, there is an 

appreciable mismatch between them when applied to urban or suburban environments. A 

correction factor to accommodate for the specifics of the propagation environment (i.e. 

the presence of buildings, foliage, obstacles etc – typical to urban/suburban environment) 

is required and will be the subject of future research. 

 

5. CONCLUSION – FUTURE RESEARCH 

   In this work, a comparison of a recently introduced solution to the ‘Sommerfeld 

radiation problem in the spectral domain’, against theoretical as well empirical 

approaches for the given problem is demonstrated. The proposed model leads to easily 

implemented analytical expressions for the received EM field and is proved to be valid in 

the high frequency regime. 

Further validations against theoretically driven, numerical results like those of [4] 

used here, are required to determine the exact frequency limits of the analytic expressions 

(5) – (7). For this the perspective described in [3], which is believed to reduce the 
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precision errors appeared there, will be followed, leading to a novel spectral domain 

representation for the surface wave as well [note that (5) neglects the role of the surface 

wave]. 

Finally, an attempt to determine the necessary corrections that will extend the 

model’s applicability to more complex environments is also planned. Such checks will 

eventually determine the adoptions necessary for turning the novel propagation model of 

[2] to a robust prediction tool appropriate for radio planning purposes. 
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